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Abstract
Seismicity in Oklahoma has shown a sharp increase since 2010 and is mostly attributed to wells used to dispose wastewater from hydraulically fractured production wells (McClure, Gibson, Chiu, & Ranganath, 2017). Many studies are conducted so far to include / eliminate various causes and solutions to this problem. The recent studies in this research area (Holland, 2011), show a general consensus on the main cause of the seismic events (earthquakes) as the high volume disposal in the Arbuckle formation causing the critically stressed faults in the basement rock to fail.

Some of these studies include the modeling and simulation of the physical processes whereas some studies delve into the statistical analyses of the relationships between disposal wells and induced seismicity. However, most of the previous attempts on the statistical analysis of this dataset use a more qualitative view of the problem (Langenbruch & Zoback, 2016) instead of quantifying the impact of various parameters such as injection rate, volumes, pressures, etc. Other work like Gogri et al. (2017) uses geo-modeling and simulation approach, but this constraint the modeling to a smaller section due to limitations on the seismic data extent.

In this work, we use various data analytics methods to quantify the impact of different injection well parameters and rock properties on the earthquake event magnitude and intensity. Our models show that hierarchical and K-means clustering are able to group the wells into clusters that conforms with the earthquake event density.

Including more clusters in our analysis refined the results but in general, four clusters are enough to capture the trends in our dataset. Fuzzy clustering, which is a soft clustering yields good results only after number of clusters exceed five. For predictive modeling part, Gradient boost regression and random forest work better than least absolute shrinkage and selection operator (LASSO), elastic nets and linear models.

Introduction
One of the key challenges in the quantification of the seismic events is the spatial and temporal relationships between the rock and well parameters. As the injection parameters change from one year to the next, the inputs are non-stationary. The second challenge is the definition of the events that will be modeled. Adding to the complexity, there are other more involved facets of this problem like determining the exact location of the seismic events. In this work, we have assumed the location of the events given by Oklahoma Corporate Commission (OCC) is exact, and we formulate our problem-based on these.

In this work we have attempted a suite of clustering and predictive modeling techniques. We present the results from the models that best fitted our dataset and are able to incorporate the variables interpreted as key indicators based on our expert knowledge. Our model is primarily based on the waste water disposal well information from OCC. The major challenge that we faced in our work is that the number of data points for the analysis is not optimal and the well operating conditions are not constant throughout the well injection cycle.

The time window of analysis in our study is from year 2010 to year 2016. Some wells start in 2010 and stop injecting for a while. Some new wells are added and some wells are abandoned. Also in the later period the “traffic light” (McNamara et al., 2015) approach adopted by OCC makes the analysis difficult. To resolve this, we take the median injection values and peak values of different input parameters.
Methodology

Input parameters

For this study we selected the following input parameters:

a) Average of total depth of the Arbuckle: This parameter takes care of highly irregular Arbuckle and basement topology. Guglielmi et al., (2015) studied the effect of the injection depth and found out if the wells are injecting closer to the basement which contains the critically stressed faults, they may trigger the induced seismicity. Including depths help us take this factor into account indirectly as the wells which are in close proximity to each other show great difference in injection depths. We do not have enough well logs that penetrate the basement to create a new parameter which show the “mid-perforation” depth from the top of the basement.

b) Zone thickness: This is the thickness of Arbuckle formation measured in feet

c) Median injected volume: This parameter helps us identify the wells which inject the highest volumes in a given period.

d) Peak Volume: This is the maximum monthly volume that a well injects in the reservoir.

e) Peak pressure: This is the maximum tubing head pressure (THP) encountered in a month for an injection well

f) Standard deviation in peak pressure and volume

g) Pressure gradient: This is the initial reservoir pressure gradient. We calculate this by first computing bottomhole pressure (BHP) using the wellbore configuration and using Beggs and Brill correlation. We then use Silin slope analysis (Silin, Holtzman, Patzek, Brink, & Minner, 2005) to estimate the virgin reservoir pressure and hence reservoir pressure gradient. We used evenly spaced 60 wells in the area of interest and then computed the BHP for these wells. We then generate a map of the BHP for the whole region using Kriging as the interpolation method and then resampled them on every well location.

Workflow

Fig. 1 summarizes our workflow for this study. We have divided our analysis in three parts:

a) Exploratory data analysis: In the exploratory data analysis section, we perform outlier detection using Grubb’s test (Grubbs, 1950) and boxplots. We use principal component analysis (PCA) to reduce the dimensionality of the dataset to be used in simpler models. We test for multicollinearity in the data using cross plots. We include/ exclude the data based on these tests as well as their physical significance in the analysis. We test the correlation between the parameters. In our study, none of the variables show more than 95% correlation.
b) Clustering: In the clustering method, we test different clustering such as K-means: testing between elbow and Hartigan’s method (Hartigan & Wong, 1979) to choose number of clusters, hierarchical clustering with Ward’s (Ward, 1963), complete and centroid methods and Fuzzy clustering.

c) Predictive modeling: In this section we use Random forest (Ho, 1995), Gradient Boosting Regressor (Friedman, 2001), Ridge Regression (Fu, 1998), and LASSO (Tibshirani, 1996). Simpler models such as elastic net did not yield good results in our study.

Output parameters
The output parameter in our case is the event density of the earthquake of all magnitude reported by USGS from year 2010 to year 2016. Fig. 2 shows the earthquake event density in the area of interest.

We also attempted using the same methodology to model earthquake magnitude as an output parameter, but the correlations that we obtained with the earthquake magnitude were weak just using the well parameters as predictors. It remains our future work to correlate magnitude of the event with more input parameters such as seismic attributes and well logs derived petrophysical properties.
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Figure 2. The earthquake event density. We use earthquake event density as an output parameter in our study.

Results
Exploratory Data Analysis
From Figure A1 in Appendix A, it can be observed that some of the variables show certain degree of multicollinearity but none of the variables are more than 95% correlated. Figure A2 shows distribution of different parameters in the reservoir. The THP and monthly volumes show log normal distributions with some outliers. The thickness of reservoir and reservoir pressure show the normal distribution.

Figure A3 shows the boxplots for the input parameters and the outliers. We use these plots and Grubb’s test to remove few data points for which the THP is reported erroneously.
Clustering
We have a total of 231 wells after the exploratory data analysis for further modeling. We create a total of 12 attributes and first attempted the clustering with all 12 attributes listed in Table A1. Our clustering did not yield good results as the high number of input attributes is too large when compared to the number of data points. To reduce the number of variables and still keep the variability in the data, we first use PCA to reduce the number of variables. Fig. 3 show the cumulative proportion of variance in our dataset with the number of principal components. It can be observed from the Figure 3, around 90% of the variability in our data can be represented using five principal components. Hence, we use the first five components to cluster our data.
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Figure 3. Cumulative proportion of variance in the data. It can be observed that almost 90% of the variance can be represented by first five principal components.

Clustering with Principal Components

K-means
We use elbow method and Hartington’s rule to identify the number of clusters in our data using five principal components. The optimal number of clusters for our data is four. We also repeat the analysis for four and five clusters. The results from K-means clustering is shown in Fig. 4.
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Figure 4. K-means clustering on the dataset with (a) four clusters, and (b) five clusters overlaid on the event density map (Figure 2). It can be observed that the wells clustering conforms with the event density map. This suggests the correlation between wells and event densities. With four or five clusters, enough resolution in the trend can be observed.
Hierarchical Clustering

For hierarchical clustering we use three methods i.e. Ward’s, centroid and complete. Ward’s method yielded best results in our case. Centroid and complete method failed to cluster the data and lumped it majorly into one single cluster. Fig. 5 shows these clusters on the dendogram for number 3, 4 and 5 clusters respectively. Fig. 6 shows these clusters spatial distribution.

Figure 5. Sketch of the clusters obtained using Ward’s method for hierarchical clustering. From left to right: tree pruned at three, four and five clusters.

Figure 6. Hierarchical clustering with (a) 3 clusters, (b) 4 clusters, and (c) 5 clusters on the well data. The earthquake trends are captured efficiently with less number of clusters than K–means.
Fuzzy Clustering
We use the Fuzzy clustering with silhouette width (Campello & Hruschka, 2006) to select the optimal number of clusters. We obtain a total of 5 clusters using this method. Fig 7 shows the distribution of the clusters and the average silhouette width. Fig. 8 show the spatial distribution of these clusters.
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Figure 7. The five clusters and the average silhouette width obtained from the Fuzzy clustering
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Figure 8. Fuzzy clustering on the well data for (a) 3 clusters, (b) 4 clusters, and (c) 5 clusters. Being a “soft” clustering method, Fuzzy clustering provides enough resolution only after 5 clusters.

Modeling
We split our data into two parts: training and validation set. The training data contains 70% of available data whereas the validation set holds the remaining 30%. The total data sample for the model is 231. We used machine learning supervised algorithms (Random forest, Gradient Boosting, Ridge Regression, and Lasso) to generate predictive
models. Based on the model performance from preliminary results, we choose Random forest and Gradient Boosting as final model for our analysis.

Parameter Tuning - Random forest and Gradient Boosting

Tuning is essentially the selection of the best parameters for an algorithm to optimize its performance to complete a learning task. In this work, we implement experiments to find out which parameters play important roles for the model. Two parameters are selected for performance improvement

1. **n_estimators**: the number of tree built within a Random Forest before aggregating the prediction (number of trees). Normally the higher the number the better, but its computation cost might come with it.
   Generally, adding more trees to the model can lead to overfitting.

2. **max_depth**: the selection of how deep you want to make your trees (maximum depth). You can split once, twice or none. The deeper trees are; more complex the model is. Generally, better results are seen with 4 – 8 levels.

### Table 1. Parameter tuning values and selection for best fit.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Tuning Values</th>
<th>Gradient Boosting</th>
<th>Random Forest</th>
</tr>
</thead>
<tbody>
<tr>
<td>maxDepth</td>
<td>[1,2,…,20]</td>
<td>3</td>
<td>80</td>
</tr>
<tr>
<td>n_estimators</td>
<td>[50,100,150,200,…,950]</td>
<td>8</td>
<td>200</td>
</tr>
</tbody>
</table>

**Random Forest Model**

Random Forest algorithm is a supervised learning technique. The relationship between the number of trees in the forest and the results the model can get is strongly correlated. The larger number of trees, the more accurate the result is. The best parameters are set based on the results of parameter tuning.

**Fig. 9** shows in part (a) and (b) the model performance. It is observed that the model performance improves with increasing the maximum depth, but the performance slightly drops after optimal value eight. The figure also tells us that the model performs well on training data, which the best score is 89%, but the best score of test data is only 20%.
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![Learning process on n_estimators](image2)

**Fig. 10** show that the model performance is measured by R square with result 0.2172, which mean about 22% data fit to the model. The red and blue line in the figure present predicted and true value for the seismic magnitude respectively. The closer distances between two values, the better the model performs.

Applying the architecture of the random forest with 8 max_depth and 200 estimator, the model performance is measured by R square with result 0.2172, which mean about 22% data fit to the model.
Gradient Boosting Regression

Gradient Boosted Regression Trees (GBRT) or shorter Gradient Boosting (Friedman, 1999) is a flexible non-parametric statistical learning technique. GBRT is tree-based model, therefore max_depth and n_estimators are still our focus for the parameter learning.

As compared to the Random Forest model, the learning rate is the third parameter that we train in GBRT. **Fig. 11(a)** shows the performance results from training data and testing data while the max_depth is tuned for the model. **Fig. 11(b)** shows the model performance score with number of iterations.

It can be observed from **Fig. 11**, that the GBRT model does not perform well on test data after max_depth reaches to optimal value, which is three. For training data, the model performance does not improve if the value of max_depth is bigger than three. The number of estimators does not impact the performance on testing data as we can see from the figure. In this case the optimal value for n_estimators is 80.

(a)
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(b)
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The architecture of GBRT model is max_depth = 3, n_estimators = 80, and learning_rate = 0.1. The score of test data from this model is 35% and for the training data is 90%. **Figure 12** Show the prediction and true value for this model.
Figure 12. The architecture of GBRT model is max_dept = 3, n_estimatör = 80, and learning_rate = 0.1. The score of test data from this model is 35% and for the training data is 90%. The red and blue line in the figure present predicted and true value for the seismic magnitude respectively. The closer distances between two values, the better the model performs.

Models Inferences
Both model predict well on the training data, but poorly on the test data. The reason for the overfitting is the size of the dataset. The data size is limited by the number of injection wells and the wells having all the parameters. In future, we intend to repeat the same process with PCA component and/ or including more injection wells from neighboring states to Oklahoma as well.

Conclusions and Future Work
In our study, the clustering techniques show that the wells cluster together and conforms with the earthquake event density showing a correlation between induced seismicity and injection wells. For clustering, hierarchal clustering yields the best results with minimum number of clusters and high resolution. PCA analysis before clustering improved the results in our case to a great extent, removing the extra parameters without losing the variability in the dataset.

For modeling, we obtained an excellent correlation with the training data, however we obtained moderate correlation with the validation set. Simpler models like linear, LASSO and elastic net failed to capture the trends in the dataset. Gradient Boost regressor and random forest work best in our case. Major limitation in our study is the limited amount of data and including more data points can help alleviate the overfitting of complicated models to a great extent. Also, our analysis does not incorporate the complexities of the physical processes underlying the induced seismicity. We do not consider the different stress fields in the region or the flow path of the disposed water. Incorporating data from more geologically constrained regional models could help improve the accuracy of our predictions, however we do not have access to such models at this time.

Our next immediate work focuses on characterizing faults and fractures in the area (Ghosh et al., 2018; Milad et al., 2018) and incorporate them in our modeling along with fluid properties in the reservoir (Mehana et al., 2017; Salahshoor et al., 2018)
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Appendix A. Exploratory Data Analysis

Table A 1. Variable description used in this study.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>API</td>
<td>API ID of the well</td>
<td>PEAK_VOL</td>
<td>Peak Volume</td>
</tr>
<tr>
<td>YEAR</td>
<td>Year in which Well came online</td>
<td>SD_MONTHLY_VOL</td>
<td>Standard deviation in monthly volume</td>
</tr>
<tr>
<td>LAT_Y</td>
<td>Y coordinate of the well in CRS</td>
<td>VAR_MONTHLY_VOL</td>
<td>Variance in monthly volume</td>
</tr>
<tr>
<td>LAT_X</td>
<td>X coordinate of the well in CRS</td>
<td>MONTHLY_THP</td>
<td>Monthly average THP</td>
</tr>
<tr>
<td>TD</td>
<td>Total Depth</td>
<td>MAX_THP</td>
<td>Maximum THP in Well life</td>
</tr>
<tr>
<td>ZT</td>
<td>Zone thickness (upper perforation - lower perforation)</td>
<td>SD_THP</td>
<td>Standard deviation in the THP</td>
</tr>
<tr>
<td>CUMM_VOL</td>
<td>Total Cumulative volume</td>
<td>PR_GRAD</td>
<td>Reservoir Pressure gradient</td>
</tr>
<tr>
<td>MONTHLY_VOL</td>
<td>Monthly Volume</td>
<td>EVENT_DENSITY(OUTPUT)</td>
<td>Earthquake event density at a location</td>
</tr>
</tbody>
</table>

Figure A 1. Correlation plot between different variables in the study. With respect to the output variable, total depth, Zone thickness, Standard deviation in monthly volume and max THP show moderate correlation. There is multicollinearity between cumulative volume/pressure and its standard deviation, peak monthly volume/pressure and the variance of volume/pressure.
Figure A 2. Distribution of different parameters in the reservoir. The tubing head pressure and monthly volumes show log normal distributions with some outliers. The thickness of reservoir and reservoir pressure show the normal distribution.
Figure A 3. Boxplots for different variables in the study. Some of the variables show outliers and after carefully examining the outliers, we delete a total of seven wells on account of erroneous data.