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S U M M A R Y
Passive-seismic provides useful information for reservoir monitoring and structural imaging;
for example, the locations of microseismic events are helpful to understand the extension
of the hydraulic fracturing. However, passive-seismic imaging still faces some challenges.
First, it is not easy to know where the passive-seismic events happened, which is known
as passive-source locating. Additionally, the accuracy of the subsurface velocity model will
influence the accuracy of the estimated passive-source locations and the quality of the structural
imaging obtained from the passive-seismic data. Therefore the velocity inversion using the
passive-seismic data is required to provide the velocity with higher accuracy. Focusing on
these challenges, we develop an iterative passive-source location estimation and velocity
inversion method using geometric-mean reverse-time migration (GmRTM) and full-waveform
inversion (FWI). In each iteration, the source location is estimated using a high-resolution
GmRTM method, which provides a better focusing of passive-source imaging compared to
conventional wavefield scanning method. The passive-source FWI is then followed to optimize
the velocity model using the estimated source location provided by GmRTM. The source
location estimation and velocity inversion are implemented sequentially. We evaluate this
iterative method using the Marmousi model data set. The experiment result and sensitivity
analysis indicate that the proposed method is effective to locate the sources and optimize
velocity model in the areas with complicated subsurface structures and noisy recordings.

Key words: Numerical modelling; Numerical solutions; Waveform inversion; Wave propa-
gation.

1 I N T RO D U C T I O N

The subsurface reservoir properties could be identified using both
the active and/or passive-seismic methods. A proven application of
the passive-seismic method for oil and gas exploration is the mi-
croseismic due to hydraulic fracturing (e.g. Maxwell 2014; Witten
& Shragge 2017). We generally use fracturing to extract the oil
and gas from the subsurface rocks with low permeability such as
shale (Maxwell 2014). To make the oil and gas flow more freely,
a high-pressure liquid is then injected into the well to create frac-
ture openings, which will result in microseismic events. We can
use the locations of these seismic events to help understand the hy-
draulic fracturing. Locating microseismic events has also been used
in understanding reservoir depletion (e.g. Dohmen et al. 2014) and
monitoring seismically active faults (e.g. Wessels et al. 2011). Addi-
tionally, passive seismic provides useful information for subsurface
structural imaging. For example, Dueker & Sheehan (1997) used a
common conversion point (CCP) stacking technique to image the

interfaces in the crust and mantle. Shang et al. (2012) decoupled
the multicomponent recorded data and then extrapolated the P- and
S-wavefields for passive-source imaging.

However, we still face several challenges in the passive-seismic.
The first one is how to accurately locate these passive-seismic
events, which is known as passive-seismic source imaging. We
can use the arrival-time differences between pairs of the events
to estimate the passive-source-location, which is known as double-
difference technique (Waldhauser & Ellsworth 2000). Later, wave-
form information is used for source-location estimation (Kao &
Shan 2004), instead of simple the arrival times. Receiver wave-
fields are extrapolated in the reverse-time direction (McMechan
1982; Rietbrock & Scherbaum 1994; Gajewski & Tessmer 2005;
Steiner et al. 2008; Duncan & Eisner 2010; Li et al. 2019, 2020),
which generate a 4-D wavefield volume. Then scanning or thresh-
old methods are used to find the focusing and estimate the source
location. P and S waves could be simultaneously extrapolated us-
ing this time-reverse wave propagation method to locate passive
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sources (e.g. Artman et al. 2010; Yang & Zhu 2019). Zhu (2014)
further improved the imaging quality by compensating for attenu-
ation. To collapse the time axis and improve the resolution of the
passive-source imaging, Sun et al. (2015) and Nakata & Beroza
(2015, 2016) developed a geometric-mean reverse-time migration
(GmRTM) method, which is implemented by a zero-lag cross-
correlation among all the independently back-propagated receiver
wavefields.

Further, the precision of the subsurface velocity model is a key
factor which will affect the estimation of the passive-source loca-
tion. A velocity model with high precision and resolution is expected
for the passive-seismic source imaging. The velocity model is also
critical for the seismic structural imaging. Traveltime tomography
(Aki et al. 1977; Pratt & Chapman 1992; Williamson & Worthington
1993) is commonly employed to estimate the subsurface velocity
model but usually provides results with low resolution due to the
limitation of the ray theory, which is based on the high-frequency
assumption. To improve the resolution, wave equation-based veloc-
ity inversion approaches have been developed, which involve FWI,
not only the traveltime. FWI (Tarantola 1984) provides a power-
ful tool to estimate the subsurface model with much higher spatial
resolution over the traveltime tomography. FWI represents a se-
ries of methods to search for a model which best fits the observed
waveforms (e.g. Virieux & Operto 2009).

FWI has been used in both active-seismic data (Virieux & Operto
2009; Xu et al. 2012; Warner et al. 2013) and passive-seismic data
(Kamei & Lumley 2014, 2017; Zhu et al. 2015). For the active-
seismic FWI, we usually know the source-locations and only need
to estimate their signatures. But for the passive-seismic FWI, the
unknown source information makes the FWI more challenging. A
natural approach of passive FWI is to update the velocity model
and source parameters simultaneously (Sun et al. 2016; Igonin &
Innanen 2018; Wang & Alkhalifah 2018). However, the cross-talk
between the velocity model and the source properties challenges
the inversion, which is a common difficulty in all multiparameter
FWI algorithms (Brossier et al. 2010; Operto et al. 2013; Innanen
2014; Pan et al. 2016; Wang et al. 2016).

In this paper, we develop an iterative passive-source estima-
tion and velocity inversion method using GmRTM and FWI. In
each iteration, we first estimate the source location using the high-
resolution GmRTM method, which provides a better focusing of
passive-source imaging compared to conventional wavefield scan-
ning method. Next, the passive-source FWI is followed to optimize
the velocity model using the estimated source location provided by
GmRTM. The iterations are repeated until convergence, providing
the optimized source imaging and velocity model. In this proposed
method, the source location estimation and velocity inversion are
implemented sequentially, which could partly relax the cross-talk
limitation in the simultaneous FWI inversion.

This paper is organized as follows. We begin with this intro-
duction. Next, we illustrate the detailed theory and method of the
iterative passive-source estimation and velocity inversion. We then
show the numerical results of the Marmousi model. Finally, we
provide discussions and conclusions.

2 M E T H O D O L O G Y

Focusing on the above three challenges in passive-seismic, we de-
velop an iterative passive-source estimation and velocity inversion
method using GmRTM and FWI, which is shown in Fig. 1. We

first input the observed passive-seismic data, and the initial back-
ground velocity model, which could be provided by the ray-based
tomography methods.

Next, we optimize the passive-source locations and velocity
model in an iterative way. In each iteration, we first numeri-
cally propagate all the independent receiver or receiver-group
wavefields in the reverse-time direction, followed by a zero-lag
cross-correlation among all these wavefields, to provide passive-
source imaging. This method is known as GmRTM, which pro-
vides passive-seismic source estimation with better focusing over
conventional time-reversal imaging (Nakata & Beroza 2016). Fur-
ther, we perform a passive-source FWI with these estimated
source locations, to optimize the velocity model. In the next it-
eration, we repeat these two sequential steps using the optimized
source locations and velocity model from previous iteration until
convergence.

In this paper, we focus on this iterative approach of passive-
source estimation and velocity inversion. Additionally, we can pro-
vide subsurface structural imaging using the optimized source lo-
cations and velocity model (see the Appendix). It is implemented
by passive-source RTM using both the source- and receiver-side
wavefields with a squared excitation-amplitude imaging condition.
GmRTM and passive-source FWI are the key techniques used in the
proposed iterative passive-source estimation and velocity inversion
method.

2.1 Passive-source imaging using GmRTM

We start with the wave equation in isotropic acoustic media from a
point source with location xs :[

1

v2 (x)

∂2

∂t2
− ∇2

]
u (t, x) = f (t) δ (x − xs) , (1)

where v(x) represents the medium velocity, u(t, x) is the wavefield
at time t and location x=(x, y, z), ∇2 represents the Laplacian
operator, and f (t) is the wavelet function.

In eq. (1), u(t, x) could represent both the forward-propagated
wavefield us(t, x) and the backward-propagated wavefield ur (t, x).
For the time-reverse wave propagation method (e.g. Steiner et al.
2008), if the onset time is known, a passive source could be rep-
resented by the focusing of all backward-propagated events at the
origin time. However, the time information is usually not available.
We generally perform a scanning on the 4-D receiver wavefields
ur (t, x), to find the time when the wavefields show the maximum
amplitude and provide a focused image.

If we consider each receiver or receiver group independently,
we can perform a cross-correlation between two or more receiver
wavefields, for example the ones with different time lags, to pro-
vide another imaging condition. Because the recordings at these
receivers are generated by the same seismic source, their corre-
sponding wavefields pass the source location at the same time. We
only need to consider the situation when the time lag equals zero
(Claerbout 1971), which provides a new imaging condition known
as GmRTM (Nakata & Beroza 2016),

� (x) =
∑

t

∏
i

uri (t, x). (2)

In GmRTM, we first extrapolate the wavefields at the desired
receivers, to generate a 4-D data volume uri (t, x). Next, we multiply
all these independent receiver wavefields at the whole space and
time, and then sum them over the time axis, which is equivalent
to the zero-lag cross-correlation. We can note that the time axis is
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Figure 1. Iterative passive-source estimation and velocity inversion method using GmRTM and passive-source FWI.

collapsed in eq. (2) after the summation, which means that GmRTM
reduces the dimensions of wavefields scanning method from 4-D to
3-D. The multiplication in GmRTM will produce images with non-
zeros only at the focuses, while in the wavefields scanning method
the summation over all the receiver wavefields will lead to images
with non-zeros along the wave propagation path. This explains why
the GmRTM provides source imaging results with higher spatial
resolution.

To compute uri (t, x) in eq. (2), we need to perform wavefield
extrapolation independently for each receiver or receiver group,
which could be computationally expensive. A practical solution is
to use the same Green’s function for different time steps at each re-
ceiver (Nakata et al. 2016), to reduce the computational cost, which
is due to the linear relationship between the Green’s function and
the recorded data. This idea is based on the fact that the length of
our continuous seismic data is often days to years. This is much
longer than the wave propagation time from the source to the re-
ceiver, which is typically in seconds. If we directly apply numerical
wavefield extrapolation to the continuous data, we need to compute
extrapolation for the entire data. Instead, Nakata et al. (2016) pro-
posed that we first calculate the Green’s function for each receiver,
and then convolute between this Green’s function and the recorded
data in the image domain. Although we need to store each Green’s
function, the computational cost is much smaller than extrapolation
of the entire records.

Since we do summation over the time axis as a part of cross-
correlation, the source onset time is not a problem in GmRTM. If
we are interested in that time, we can find it by selecting the summing
time carefully. The source function is another important parameter
and varies for different events. In this study, we used a known Ricker
wavelet as the source function. We focus on estimating the source
location in this paper. Similar to active-source cases (Pratt 1999),
we can invert the source wavelet as well by updating the proposed
method.

2.2 Velocity optimization using passive-source FWI

FWI uses a non-linear data-fitting procedure to provide detailed
estimation of subsurface properties. Here, we primarily focus on
the subsurface velocity variations. The general steps of FWI started

from an initial velocity model, which could be obtained using a
ray-based tomography method. We compute predicted data from
this initial model by solving the wave equation. We then update the
velocity model, in order to decrease the misfit between the predicted
data and the observed data. This optimization procedure is repeated
in an iterative way, until the misfit is small enough to meet this
criterion.

For passive-source FWI, the source-location is required to per-
form forward modeling, which is more challenging than active-
seismic data. We optimize the passive-source locations and ve-
locity model in an iterative way. In one iteration, an initial es-
timation of the source location xs0 is provided by the GmRTM
using eq. (2), which is used to implement forward modeling us-
ing eq. (1), to generate the predicted data. The objective function
is defined as the data misfit between the predicted data dpre and
the observed data dobs at each receiver location xg measured by the
L2 norm:

J =
∑

xs

∑
xg

1

2

∫ [
dobs

(
xs0, xg, t

)−dpre

(
xs0, xg, t

)]2
dt. (3)

To solve the above non-linear problem, local optimization meth-
ods are usually preferred due to their computational efficiency. The
computation of the gradient with respect to the velocity model is
important for FWI. Using the adjoint-state method (Plessix 2006),
we calculate the gradient through the zero-lag cross-correlation be-
tween the forward-propagated source wavefields and the backward-
propagated wavefields of the data residuals,

g (x) = 2

v0
3 (x)

∑
s

∫
∂u f (x, t |xs0 )

∂t

∂δu f (x, t |xs0 )

∂t
dt, (4)

where v0(x) is the velocity model to be updated, u f (x, t |xs0)
denotes the forward-propagated wavefield, and δu f (x, t |xs0)
represents the backward-propagated wavefields of the data
residuals.

After calculating the gradient with eq. (4), we use the conju-
gate gradient (CG) method (Mora 1987; Tarantola 1987) to update
the velocity model. The step length is estimated by a line-search
optimization scheme in each iteration. In the next iteration, we re-
peat GmRTM and passive-source FWI using the optimized source
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locations and velocity model from the previous iteration until con-
vergence.

3 N U M E R I C A L E X P E R I M E N T S

3.1 Experiment setup

We perform a numerical test on the Marmousi model to indicate the
effectiveness of the full wave equation workflow for the passive-
seismic imaging and velocity inversion. The true velocity model
is shown in Fig. 2(a), with 576 lateral and 188 vertical samples
both at 16 m cell size. However, the receivers are usually sparse
in microseismic monitoring. In our experiment, the receivers are
placed sparsely on the surface with 100 m interval.

The initial velocity model is shown in Fig. 2(b), which is seriously
smoothed and relatively far from the true velocity model (Fig. 2a).
This initial velocity model could be generated using a ray-based
tomography method. We start with one source located at lateral
position of 2.00 km and depth of 2.27 km (black dot in Fig. 2b). A 2-
D acoustic finite-difference (FD) modeling method (e.g. McMechan
1983) is used to generate the synthetic recording.

3.2 Source location estimation and velocity inversion with
single source

Using the initial velocity model (Fig. 2b), we first implement Gm-
RTM using five receivers to estimate the source location. The en-
larged display of GmRTM result is shown in Fig. 3, which has no
time axis. We only need to scan the space axis to find the source
location. The source location estimation is provided by finding the
focusing in the imaging result (Fig. 3). However, there is an obvious
deviation between the focusing and the true source location (red
dot in Fig. 3) due to the velocity errors. The best focusing is found
at the lateral location 1.93 km and depth 2.21 km. It is also noted
that the focusing is poor, which also challenges the source location
estimation.

Next, we perform passive-source FWI on the recording of the
single source in an iterative way, to optimize the initial velocity
model (Fig. 2b). The forward modeling in FWI is implemented
using eq. (1), starting from the estimated source location (Fig. 3)
using the initial velocity model (Fig. 2b). The predicted recording
using the initial velocity model is shown in Fig. 4(b), which is
far away from the observed recording (Fig. 4a). In Fig. 4(c), we
show the predicted data using the FWI-inverted velocity model
after 50 iterations, which reveals most of the details in the observed
recording (Fig. 4a).

Fig. 5 shows the normalized misfit function versus iteration num-
bers. Fast convergence rate is observed in the first 17 iterations, and
then the convergence becomes slower in the remaining iterations.
The inverted velocity model after 50 iterations is shown in Fig. 6.
The source location is indicated by the black dot. The source im-
prints are observed especially around the source. At present, we
are using a smoothing method to reduce this source imprint ar-
tifact. More advanced technique is worthy for future research to
better eliminate the source imprint and further improve the qual-
ity of FWI inverted velocity. Compared with the initial velocity
(Fig. 2b), the FWI-inverted velocity (Fig. 6) recovers more de-
tailed features and improves the resolution. We can also note that
the improvement of the right part is minor due to the poor illu-
mination caused by the sparse sources, which will be discussed
later.

The GmRTM image using the FWI-inverted velocity model is
shown in Fig. 7. It provides a better focusing and a reduced devia-
tion between the focusing and the true source location (red dot in
Fig. 7). The best focusing in Fig. 7 is found at the lateral location
1.99 km and depth 2.26 km, which effectively improves the pre-
diction precision of the source location compared to the GmRTM
result using the initial velocity model (Fig. 3).

In simultaneous inversion of passive source location and velocity
model, the inversion result depends seriously on the initial velocity
model. If the initial velocity is too far away from the true velocity,
it is easy to fall into local minima in the simultaneous inversion.
In the proposed method of this paper, we use a sequential method
for passive source imaging and velocity inversion. Since the source
location estimation is performed by finding the best focusing pro-
vided by high-resolution GmRTM, which is separate from the pas-
sive FWI. This could relax the dependency on the initial velocity
model.

3.3 Influence of seismic noise on velocity inversion

The field microseismic data are generally noisy, which causes ad-
ditional challenges for the source location estimation and velocity
inversion. To evaluate the influence of seismic noise on passive FWI,
we use Madagascar software to generate seismic random noise with
broadband spectral, and add it to the noisy-free seismic recording
(Fig. 4a). We use a pseudo-random algorithm for random noise
generation, which is realized by setting an initial ‘seed’ for the ran-
dom number generator. In our research, we use a nearly uniformly
distributed sequence for random noise generation. In Fig. 8(a), we
show the generated noisy recording with S/N (signal-to-noise ra-
tio) = 20 dB (decibel). The inverted velocity model (Fig. 8b) after
50 iterations using this noisy recording contains some artifacts but
recovers similar velocity features compared to the FWI-inverted
velocity using the noise-free data (Fig. 6). In Fig. 8(c), we show the
normalized misfit function versus iteration numbers using the noisy
recording. Similar convergence rate is observed compared to the
misfit function curve using noise-free recording (Fig. 5), but it is
noted that there is relatively larger data residual due to the existence
of random noise.

If we further increase the level of noise and generate much noisier
recording with S/N = 5 dB (Fig. 9a) for inversion, the inverted model
(Fig. 9b) can still recover most of the velocity features compared to
the model using the noise-free data (Fig. 6), but much more artifacts
are introduced, especially in the shallower part.

3.4 Influence of source distribution and density

The velocity structures and resolution of the FWI-inverted model
(Fig. 6) in the right part are improved over the initial velocity model
(Fig. 2b), but are not good enough due to insufficient illumination,
as only one source located in the left part is used for inversion. A
practical way to improve the illumination is to increase the number
of passive-sources used. This is easy to achieve in field surveys; for
example, we record numerous microseismic events during hydraulic
fracturing.

We first increase the source number to three and still place them
in the left part with lateral positions 1.20, 2.00 and 2.80 km. The
receivers are still distributed sparsely, which are the same with our
previous experiments. The FWI-inverted velocity model using these
three sources are shown in Fig. 10, which provides higher resolution
in the left part and clearer fault features in the middle part over the
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Figure 2. (a) True Marmousi velocity model. (b) Initial velocity model.

Figure 3. GmRTM result using the initial velocity model, behaving poor
focusing and an obvious deviation between the focusing and the true source
location (red dot).

inverted velocity model using only one source (Fig. 6). However,
the improvement in the right part of the model is still not significant.
Next, we still use three sources and sparse receivers for inversion,
but place the sources more uniformly in the subsurface with lateral
positions 2.00, 4.40 and 6.80 km. The FWI-inverted velocity model
(Fig. 11) using these more uniformly distributed sources indicates
higher resolution and reveals clearer features of the faults and the
anticline in the middle and right part of the Marmousi model over
the inverted result shown in Fig. 10. However, it is also noted that the
inverted velocity model using more uniformly distributed sources
(Fig. 11) behaves more artifacts and lower resolution in the left part
over the one generated using three sources all located in the left part
(Fig. 10).

We further use 15 uniformly distributed sources for inversion,
which are located in the subsurface with starting lateral location
1.200 and 0.480 km interval. We use the same receiver distribution
with the previous experiments. The FWI-inverted velocity model
using 15 sources is shown in Fig. 12(a) (source locations indicated
by black dots), which indicates an obvious improvement of the ve-
locity precision over the results using fewer sources (Figs 6, 10
and 11). Especially, the FWI-inverted velocity model using 15
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Figure 4. (a) Observed recording, (b) predicted recording using the initial velocity model and (c) predicted recording using the FWI-inverted velocity model.

Figure 5. Normalized misfit function versus iteration numbers using single
source.

sources (Fig. 12a) reveals more and clearer features of the en-
tire Marmousi model, such as the faults, the anticline, and some
other small-scale features, compared to the initial velocity model
(Fig. 2b). Fig. 12(b) shows the normalized misfit function versus
iteration numbers using 15 sources, indicating faster convergence
rate compared to the result using single source (Fig. 5).

3.5 Influence of receiver density

We use sparse receivers with the same distribution for all the pre-
vious experiments. We also investigate the influence of the receiver
density on the inversion, even though the dense receivers are not
common in microseismic monitoring. The inversion is performed
using 15 uniformly distributed sources at the same locations with
the sources used in Fig. 12(a). However, the receiver space is re-
duced to 16 m. The FWI-inverted velocity model using 15 sources
with dense receivers are shown in Fig. 13. It behaves higher resolu-
tion and reveals more small-scale features over the inverted velocity
model using 15 sources with sparse receivers (Fig. 12a). It is also
noted that the influence of source distribution and density play a
more important role for inversion over the receiver density.

4 D I S C U S S I O N S

Since we estimate the source location and optimize the velocity
model sequentially in the proposed method, the cross-talk limita-
tion in the simultaneous FWI inversion could be partly relaxed.
Especially, we use the high-resolution GmRTM to provide a bet-
ter focusing, which helps to estimate the passive-source location
more accurately. However, there is a demanding requirement of the
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Figure 6. FWI-inverted velocity model using only one source located at lateral position 2.00 km and depth 2.27 km. Note that the FWI-inverted velocity
recovers more detailed features and improves the resolution over the initial velocity model. It is also noted that the improvement of the right part is minor due
to the poor illumination caused by the sparse sources.

Figure 7. GmRTM recalculated using the FWI-inverted velocity model,
providing a better focusing and a reduced deviation between the focusing
and the true source location (red dot) compared to the GmRTM result using
the initial velocity model (Fig. 3).

data storage and computation cost of this iterative passive-source
estimation and velocity inversion approach.

Both the GmRTM used in passive-source estimation and passive-
source FWI used in velocity inversion are time-consuming. For Gm-
RTM, if we perform wavefield extrapolation independently for each
receiver or receiver group, it could be computationally expensive.
In our research, we first compute and storage the Green’s function
for each receiver, and then convolute between this Green’s function
and the recorded data in the image domain, similar to Nakata et al.
(2016). This will increase the storage to some extent but will effec-
tively reduce the computation cost. Other effective approaches to
reduce the storage and computation cost in the proposed iterative
passive-source estimation and velocity inversion method remains
an interesting future research topic.

Cycle-skipping challenges both active-source and passive-source
FWI. Several theory-based approaches are developed to relax the
limitation of cycle-skipping problem in FWI, but most of the re-
searches focus on the active-source, such as starting FWI with

super-low-frequency data (e.g. Wu et al. 2014; Li & Demanet
2016), separating the tomographic and migration components (e.g.
Mora 1989; Alkhalifah 2015), or introducing additional dimen-
sions to increase the convexity in waveform inversion (e.g. Sava &
Fomel 2003; Biondi & Almomin 2014; Warner & Guasch 2014).
For passive-source FWI, since we need to consider the influence
of source-locations besides the velocity model, the cycle-skipping
problem is more severe than active-source case. In the proposed
method, we perform the source location estimation and velocity
inversion in a sequential way. GmRTM provides an improved es-
timation of the source location with high-quality focusing, which
helps relax the limitation of cycle-skipping in the simultaneous
passive seismic inversion. However, further research is necessary to
avoid the cycle-skipping problem in passive imaging and inversion
more effectively. A potential solution is to bring the methods used
in active-source FWI into passive-source FWI.

5 C O N C LU S I O N S

We have developed an iterative approach for passive-source estima-
tion and velocity inversion based on full wave-equation methods.
In each iteration, we first use the high-resolution GmRTM to esti-
mate the source location. Then passive-source FWI is followed to
update the velocity model using the estimated source locations by
GmRTM. Passive source location estimation and velocity inversion
are implemented sequentially. This iteration is indeed the key for
the passive-seismic imaging with velocity estimation, because this
iteration allows us to have better focusing of source locations com-
pared to conventional wavefields scanning method, better sensitivity
to structural velocities, and the fact that we do not need to rely on
the initial source location for the inversion.

The numerical experiments on the Marmousi model indicate that
the proposed iterative passive-source estimation and velocity in-
version method could be adapted to complicated structures and
noisy passive recordings. Increasing source density plays an impor-
tant role to improve the imaging illumination and inversion quality.
This passive-source estimation and velocity inversion is naturally
extendable to 3-D data sets.
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Figure 8. (a) Noisy passive-source recording with S/N = 20 dB, and (b) the corresponding FWI-inverted velocity model, behaving more artifacts but recovering
similar velocity features compared to the FWI-inverted velocity using the noise-free data (Fig. 6). (c) Normalized misfit function versus iteration numbers
using the noisy recording, showing similar convergence rate but relatively larger data residual compared to the result using noise-free recording (Fig. 5).
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Figure 9. (a) Noisy passive-source recording with S/N = 5 dB, and (b) the corresponding FWI-inverted velocity model.

Figure 10. FWI-inverted velocity model using three sources located in the left part with lateral positions 1.200, 2.000 and 2.800 km. Note the higher resolution
in the left part and clearer fault features in the middle part compared to the inverted velocity model using only one source (Fig. 6). However, the improvement
in the right part of the model is still not significant.
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Figure 11. FWI-inverted velocity model using three more uniformly distributed sources with lateral positions 2.00, 4.40 and 6.80 km. Note the higher resolution
and clearer features of the faults and the anticline in the middle and right part over the inverted velocity model shown in Fig. 10. However, it behaves more
artifacts and lower resolution in the left part over the one generated using three sources all located in the left part (Fig. 10).

Figure 12. (a) FWI-inverted velocity model using 15 sources with sparse receivers, indicating an obvious improvement over the results using fewer sources
and revealing much clearer features. (b) Normalized misfit function versus iteration numbers using 15 sources, indicating faster convergence rate compared to
the result using single source (Fig. 5).
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Figure 13. FWI-inverted velocity model using 15 sources with dense receivers, behaving higher resolution and revealing more small-scale features over the
FWI-inverted model using 15 sources with sparse receivers (Fig. 12a).
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A P P E N D I X : S T RU C T U R A L I M A G I N G
U S I N G PA S S I V E - S O U RC E RT M

Besides passive-source estimation and velocity inversion, we pro-
vide the structural imaging using passive-source data in Fig. 1. The
passive-source RTM using multicomponent recorded data is per-
formed by a zero-lag cross-correlation between the decoupled P-
and S-wavefields (Shang et al. 2012). Only the receiver-side wave-
fields are used, which is different from the active-source case, which
uses both the source- and receiver-side wavefields. Multicomponent
seismic recordings are needed to perform the cross-correlation,
but sometimes we only have vertical-component data. In our re-
search, we adopt a similar idea borrowed from the active-source
RTM (Baysal et al. 1983; McMechan 1983; Whitmore 1983), to
implement the passive-source RTM, which only uses the vertical-
component data.

With the estimated source location xs and the inverted veloc-
ity model v(x) from the iterative approach using GmRTM and
passive-source FWI, we first generate the source-side P-wavefield
uSP, followed by the application of imaging conditions with the
receiver-side back-propagated P-wavefield uRP, to provide the struc-
tural imaging results. There are several different imaging conditions
for RTM, such as amplitude-ratio (Claerbout 1971), zero-lag cross-
correlation (Claerbout 1971), source-normalized cross-correlation
(Claerbout 1971; Kaelin & Guitton 2006), excitation time (Chang
& McMechan 1986; Loewenthal & Hu 1991), excitation amplitude
(Nguyen & McMechan 2013) and squared excitation amplitude
(Lyu et al. 2017, 2018).

In this paper, we implement the squared excitation-amplitude
imaging condition on the passive-seismic data to provide struc-
tural images with high-resolution and fewer migration artifacts.
The squared excitation-amplitude imaging condition is expressed
as

I (x) =
∫ T

0

|uRP (x, t)| uRP (x, t) δ (x, te)

uSP max (x, te) uSP max (x, te)
dt (A1)

where te is the excitation time defined as the maximum source am-
plitude arrival time, and this amplitude is known as the excitation
amplitude uSP max. δ represents the delta function of te. Eq. (A1)
means that the imaging is only performed at the locations that sat-
isfy the excitation-time. The squared excitation-amplitude imaging
condition is actually performed non-linearly, but available to be used
for structural imaging. We only need to save the excitation-time and
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Figure A.1. Structural image by passive-source RTM with 15 sources using (a) the initial velocity model and (b) the FWI-inverted velocity model, providing
higher resolution, better focusing, and clearer structures.

excitation-amplitude during wave propagation, which sidesteps the
large storage requirement in the cross-correlation RTM. The imag-
ing is only implemented at the locations that satisfy the excitation-
time, which improves the resolution and reduces the migration ar-
tifacts.

Following Fig. 1, we provide the subsurface structural imag-
ing using the passive-source RTM: we first perform the forward
modeling of the source wavefields using the optimized source lo-
cations and velocity model, followed by an application of imaging
condition with the back-propagated receiver wavefields. We use the
high-resolution squared excitation-amplitude imaging condition for
passive-source RTM. It faces the multipathing challenge in areas
with complicated subsurface structures, as only the most energetic
parts of the wavefields are used for imaging. For the left structures of
the Marmousi model with relatively small dipping angles, we only
need to save one amplitude arrival for imaging. However, it doesn’t

work in other areas with complicated structures, such as faults and
steep reflectors. To deal with this multipathing issue, we save three
amplitude arrivals for RTM imaging. It does not require additional
wavefield extrapolation, but requires additional three times storage
cost of excitation-time and excitation-amplitude. However, the stor-
age cost of three amplitude arrivals is even much smaller than the
one in cross-correlation method which saves all the extrapolated
wavefields.

We then compute the structural imaging using 15 sources
with sparse receivers and show the RTM images in Fig. A1.
Compared with the RTM image using the initial velocity model
(Fig. A1a), the RTM image using the FWI-inverted (Fig. A1b)
provides higher resolution and better focusing. It is also noted
that the faults, anticline and some other structures are bet-
ter imaged in the RTM result using the FWI-inverted velocity
model.
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