Well Analysis: Program psvm_welllogs
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Support vector machine (SVM) is a recent supervised machine learning tecnnique mat
is widely used in text detection, image recognition and protein classification. In
exploration geophysics, it can be used in seismic facies classification, petrophysics
parameter estimation, and correlation of seismic attributes with engineering data.
Proximal support vector machine (PSVM) is a variant of SVM, which has comparable
classification performance to standard SVM but at considerable computational savings
(Fung and Mangasarian, 2001, 2005; Mangasarian and Wild, 2006) that is critical when
handling large 3D seismic surveys. This documentation provides an overview of the
arithmetic of PSVM and step-by-step instruction on an AASPI implementation of PSVM
for well log data — psvm_welllogs.

Comparing to the most popular artificial neural network (ANN) algorithms that are
available in many commercial software, SVM and its variants benefit from the fact that
they are based on convex optimization which is free of local minima (Shawe-Tayler and
Cristianini, 2004), therefore provide a constant and robust classifier once training
samples and model parameters are determined. Such classifier can then generate
stable, reproducible classification result (Bennett and Campbell, 2000). Also, SVM has
fewer parameters to pick than ANNs and the number of kernel functions is automatically
selected, which makes it easier to reach the optimal model (Bennett and Campbell,
2000). Some researchers have compared the capability of SVM with ANN in pressure-
wave velocity prediction in mining geophysics (Verma et al., 2014) and other non-
geophysics disciplines (Wong and Hsu, 2005; Balabin and Lomakina, 2011) and found
SVM is superior in most cases.

Theory of PSVM
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Figure 1. (a) Scratch of a two-class PSVM in 2-D space. Class “A+” and “A-" are approximated by two parallel lines that
being pushed as far apart as possible. The decision boundary then sits right at the middle of these two lines. In this case,
maximizing the margin is equivalent to minimizing (W”W + y2)%/2_ (b) Two-class PSVM in 3D space. In this case the
decision boundary becomes a plane.

D(Aw —ey) +y=e. 3)
In this optimization problem, y € R™ is the error variable; A € R™*™ is a sample matrix composed of m samples, which
can be divided into two classes, A + and A —; D € R™ ™ is a diagonal matrix of labels with a diagonal composed of “+1”
for A+ and “—1” for A—; v is a non-negative parameter; and e € R™ is a column vector of ones. This optimization

problem can be solved by using a Lagrangian multiplier u € R™:
1 1
Liw,y,y,u) = v [yl + 5 (@0 +y?) ~ w(DAw —ey) +y - e). &
By setting the gradients of L to zero, we obtain expressions for w, y and y explicitly in the knowns and u, where u can

further be represented by A, D and v. Then by changing w in equations 2 and 3 using its dual equivalent @ = A’Du, we can

arrive at (Fung and Mangasarian, 2001):
i 1 2 + 1 ( ’ + 2) 5
minv o llyll* + 5 @u+v%), )

subject to
D(AA'Du —ey) +y =e. 6)

Equations 5 and 6 provide a more desirable version of the optimization problem since one can now insert kernel methods to
solve nonlinear classification problems made possible by the term AA’ in Equation 6. Utilizing the Lagrangian multiplier
again (this time we denote the multiplier as v), we can minimize the new optimization problem against u, y, y and v. By
setting the gradients of these four variables to zero, we can express u, y and y explicitly by v and other knowns, where v is

solely a dependent on the data matrices. Then for x € R**™ we write the decision conditions as

> 0, X E A+;
x'A'Du—y{=0, XEA+orA—; 7
<0, XE A—,
with
4 I ! =i
u—DKD(;+GG) e ®)
-1
y=e'D(;+GG) e, ©)
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and
G=D[K -—e]. (10)
Instead of A, we have K in equations 8 and 10, which is a Gaussian kernel function of A and A’ that has the form:
K(A,A");; = exp (—of|a’ — &%), i,j € [1,m], (1)
where o is a scalar parameter. Finally, by replacing x’A’ by its corresponding kernel expression, the decision condition can
be written as:
>0, X EA+;
KX, A")Du—y{=0, XEA+orA—; (12)
<0, XE A—.
and
K(x',A");; = exp(—olx —A';|I?),i € [1,m]. (13)

The formulations above represent a nonlinear PSVM classifier.

To extend this binary classifier to handle multiclass classification problems, some strategies have been developed by
researchers, which generally lie into three categories: “one-versus-all”, “one-versus-one” and “all together”. The former
two strategies, as one can tell from the names, build several binary classifiers individually (n(n — 1)/2 for “one-versus-
one” and n for “one-versus-all”, where n is the number of class), then use these classifiers to conclude the final
classification decision. While “all together” will solve multiclass problems in one step. Experiments conducted by some
researchers indicate a superiority of “one-versus-one” methods on large problems for practical use (Hsu and Lin, 2002).
There are two popular particular algorithms for “one-versus-one” strategies, namely “Max Wins” (KreBel, 1999) and
directed acyclic graph (DAG) (Platt et al., 2000). Both algorithms can give comparable results while surpassing the “one-
versus-all” method in accuracy and computational efficiency. In our implementation, an approach similar to DAG is

adopted and is described below.

How we assign a class to an unknown sample

For training samples of n classes,
generate n(n-1)/2 binary classifiers for
every two classes

. 3 3 A B C D
Set class “A” as Turn all classes A 03 | 12 | 223
the pilot class into active
3 3 B | -03 08 | -1.1
Examine the binary PSVM classification factor ¢ 12 | 08 1o
(CF) of the current pilot class against every D | 23| 11 | 19
other active classes. Example of a classification factor table
4
All CFs are Yes N Assign the current pilot
positive? class to this sample and exit

lNo

Find the class corresponds to the most negative CF
value, then assign that class as the new pilot class,
and turn the current pilot class into inactive.

Mimiiwen N \AAvlFlaias AfF Annimnina A Alarn A A nlinAaisnn Aanmanla siAtna A Alarnifiantian Fantar hanad AalhAanaAa
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Our approach uses a classification factor table to assign classes to unknown samples. A classification factor of an unknown
sample point for a certain pilot class “A” is the normalized distance to the binary decision boundary between “A” and the

other class used when generating this binary decision boundary. An example of a classification factor table is shown in

Figure 2, and based on this table, the unknown sample point belongs to class “D”.

Computation flow chart

The program psvm_welllogs has three running modes: testing, predicting, and
cross-validation. “Testing” reads in a training file and a testing file both with known
labels (both in ASCIlI format, will describe in details in the later parts of this
documentation), and output testing correctness, correlation coefficient, and a file
containing the testing label outputs. “Predicting” reads in a training file with known
labels and a testing file without labels (to be predicted), and output a file containing the
predicted label outputs. “Cross-validation” is another method of testing, which reads in
only a training file with labels, then randomly selects a user defined size from this file for
testing, and uses the remaining portion as training. Times of iterations can be assigned
for cross-validation, and the training and testing samples are selected randomly for
each iteration. The output file of “cross-validation” consists a probability distribution
after all iterations. Flow chart is shown in Figure 3.

Well log files

Training file Testing file

\I\ m

v h 4

. Cross-
Testin icti
. izl validation

v v \ 4
Output Output Output probability
label file label file distribution file

Figure 3. Flow chart of program psvm_welllogsconsists of three running modes.
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Step-by-step instruction on program PSVM Well Log Analysis

This Program psvm_welllogs is launched from the Formation Attributes in the main
aaspi_util GUI (Figure 4).

X aaspi_util GUI - Post Stack Utilities (Release Date: November 10, 2015) — ] X

JJ File Volumetric Attributes  Spectral Attributes | Formation Attributes  Volumetric Classification  Image Processing Help

Analytic Tools  Display Tools  Other Utilities Set  flatten a scalar data volume
flatten a vector data volume

AASPI to SEGY
format conversion
(multiple files)

AASPIte  ganerate stratal slices of a single data volume AASPI
format co

(single ~ generate stratal slices of vector data Prestack Utilities
real_pca_spectra
real_pca_waveform

SEGY to AASPI
format conversion

SEGY to AASPI| - Convert Poststack seismic volume

SEGY Header Utility : =5 complex_pca_spectra
_— g_estimation
2D SEG-Y Line rather than 3D Survey 7 [~ som2d
SEGY format input file name I PSVM Well Log Analysis -
(* segy,* sgy.* SEGY * SGY): A Browse | View EBCDIC Header

AASPI binary file datapath: |/auhomes/zhaa7520/SEP_data/
Absolute file name followed by a /'

birn im Drnin o + Nl

Figure . How to launch program psvm_welllogs.

The interface of psvm_welllogs is shown below. We will go through all the options in
detail.

r —_ B
<){ AASPI - program psvm_welllogs (Release Date: February 1, 2015) E@lﬂ

| Eile uelﬂ

Generate a PSVM classifier on ASCIl formatted well log data
to correlate certain input logs with a target petrophysics or engineering parameter

Input Training Filename: | Browse <:| 1

2 |:> View training ﬂlel Convert DOS to Unix| 3

Input Testing Filename: | Browse <:| 4

5 I » View testing ﬁlel Convert DOS to Unixl 6

*Unique Project Name: I 7

Suffix: Jo 8

Number of header lines to skip: Il 9
Data dimension: |2 10
Number of classes: |2 11
Program running mode: Itesting j 1 2
Controlling parameter for misclassification rate: |2000 13
Controlling parameter for Gaussian kermel: ]a 1 14
Percentage of training samples used to generate a decision boundary: Im{) 15
Percentage of samples used for cross-validation: |2U 1 6
Number of running cycles for cross-validation: ]1 1 7
(c) 2008-2015 AASPI - The University of Oklahoma ' Execute | 18

Figure 5. Interface of PSVM Well Log Aﬁalysis.
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Button 1 and 4: Browse input training and testing files. Testing file turns gray when
Button 12 is in “cross-validation”, in which only training file is used.

Note: currently the program can only handle simple ASCII format files, so
please generate a .txt or .dat file in the following format (Figure 6) from your well log
files (.las). The format is: from left to right, each column is an input dimension (e.g. one
well log or other types of data), then is a column of label (positive integer numbers). All
other columns after “label” are ignored. You can have arbitrary number of header lines,
which will be skipped during importing the files. Also remember to put the same
property in the same column in both training and testing files.

logl log2 log3 logd label extra columns... (e.g. MD)
51841.64063 26935.35742 1.704348708 3811383228 1 7502
33774.44531 17715. 05469 1.634891917 1656611034 6 7660.5
50315. 04688 26632.26758 1.56927077 3504752383 1 7923
53169, 19922 27760.99414 1.6681764 4051182345 1 8502.5
34095, 53906 16539. 62695 2.249557077 1845954646 2 7868.5
48726.94141 24698.78906 1.89212672 3458510965 1 8597.5
38455.96484 19724.96484 1.800974794 2169707788 2 7705
45310, 55469 24011.8457 1.560800845 3026602008 7 8262. 5|
52936. 375 27013. 35938 1.840176505 4029289962 1 7490
28180. 46094 15891.72363 1.105314593 1059605743 6 8099
54165.91797 27750.04492 1.809998668 4244495243 1 8516.5
29320,0625 17191. 31055 0.908785852 1142603987 8 8299.5
54166, 74609 27742.24023 1.812259132 4257033610 1 8517
53954.65625 27858 . 05859 1.7510788 4216501385 1 8534.5
31412.4375 19265. 32031 0.658586632 1171121773 9 8225.5
51861.29688 27149.27539 1.648970041 3758128825 1 7399.5
30382.01758 18928.20703 0.5764056896 1066315103 8 8403
52596.90234 27241.33789 1.727893156 3928474660 1 7465
45016. 66406 24360.98633 1.414734147 2743924255 1 7679
54823.67969 28755.60742 1.634889911 4182686811 1 B633.5
51951.76172 27140.26953 1.664141484 3777469633 1 7413.5
35710.83203 20000, 30664 1.1B8061043 1720712563 8 8205.5
50521.89844 26961.88867 1.511225421 3523451743 1 7910
27744.17773 14988 . 05859 1.426517131 1118232594 2 B076.5
52579.58984 27344.14258 1.697479367 3906468779 1 7393.5
50714.21875 26632.41211 1.626089165 3592529109 1 7430
52662.21875 27469.63477 1.67528773 3906856425 1 7826
39965, 76563 20995, 17969 1.623573544 2275429956 1 7901.5
34559.80859 19429, 59961 1.163842922 1624689227 4 8l18.5
32354.3418 19198, 08332 0.8402178 1324971963 8 8214
51962.21094 27150.45313 1.662866463 3792142635 1 7412
49247.73047 25697.74219 1.672675537 3424101737 1 7946
30129.89648 17727.28516 D.888755428 1134988504 8 Bol8
28798.59961 17923. 15039 0.581749341 1000516282 10 8178.5
52114.26563 27085, 1582 1.702120226 3833284544 1 7460.5
31283.79102 17445, 36719 1.215722451 1320017984 5 8092
53879.60938 28386.38281 1.602705695 4044150337 1 8528.5

Figure 6. An example of a supported file format.

Button 2 and 5: View the training and testing file contents (Figure 7).
Button 3 and 6: If the files are generated from Windows based software (e.g. Petrel),
they will have the annoying carriage return (*M) at the end of each line (Shown in Figure
7). Use these two buttons to delete those carriage returns if you prefer to (result shown
in Figure 8).

Note: This function depends on your Linux environment therefore may not
always works. However it will not affect reading in the files.
Blank 7 and 8: Project name and suffix. You can put the parameters as suffix.
Blank 9: Number of header lines to skip when importing files. Currently this value is
used for both training and testing files so please keep these two files in the same format.
Blank 10: Number of input dimensions, i.e. number of columns before “label”.
Blank 11: Number of classes within the data.

e —
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Note: Classes that do not appear in the training file cannot be predicted.
Button 12: Program running mode selection. Please refer to the Computation flow
chart chapter for details.
Blank 13 and 14: PSVM classifier parameters (must be positive real numbers).
Generally, Blank 13 controls how tight the classifier fits the training data, which will
scarify the ability of generalization. Blank 14 is the standard deviation of a Gaussian
function used in kernel mapping. The classifier’s performance is more sensitive to
Blank 14 based on our study.
Blank 15: Amount of samples out of the training file that are actually used for training.
More training samples will have more computation cost, and sometimes not using all the
available training samples may provide a more generalized classifier.
Blank 16 and 17: Defines how many samples out of the training file will be randomly
selected and used for testing in cross-validation, and the number of cross-validation
cycles a user wants to run. For each cross-validation cycle, a new testing group will be
randomly selected.
Button 18: Run the program.

= N
header34354545~M 1=
#H#EEL#FELEEheader? 00™M
54604.30469 27858.19336 1.841916266 4274112525 1 7385"M
54956.76563 27876.66211 1.886519106 4355876523 1 7385.5"M
55246.71875 27936.50195 1.910830066 4416251468 1 7386"M
5517590625 27877.09375 1.917454444 4415252382 1 7386.57"M
5469707422 27869.64063 1851815314 4311860537 1 7387"M
5418807031 28035.07031 1.735975861 4164042923 1 7387.5"M
54253.07813 28270.08984 1.6829376 4133086538 1 7388"M
54082.39844 28363.86133 1.635642442 4066361308 1 7388.5"M
53921.37109 28404.36719 1.603724708 4018508857 1 7389"M =
53854 48047 28392.2793 1.597851085 4004701891 1 7389.57™M
53676.36719 28326.05469 1590823842 3979492157 1 73590"M
535230625 28313.93555 1573398596 3951183915 1 7380.5"M
5304993359 27913.03125 1612065869 3912108336 1 7391"M
5259193359 27684.30078 1.60886938 3842858708 1 7391.5"M
52807.00781 27426.34961 1.707209126 3931685469 1 7392"M
52902.35156 27339.94727 1.744161363 3967768814 1 7392.5"M
53015.24609 27392.29492 1.745801157 3993012652 1 7393"M
52579 58984 2734414258 1697479367 3906468779 1 7393.5"M
52346 54297 27147.24219 1718129556 3882613932 1 7394"M
5211588672 27028.64063 1.717849836 3845479955 1 7394.5"~M
52007.10547 27020.32031 1.70462597 3816183725 1 7395"M

Figure 7. An example of viewing a well file content. Carriage returns are visible as “*M”.

- — - =
X wet e conert .~
.

header34354545 =

#HFRLARELLheader? 00

54604.30469 27858.19336 1.841916266 4274112525 1 7385

54956.76563 27876.66211 1.886519106 4355876523 1 73855 [

55246.71875 27936.50195 1.910830066 4416251468 1 7386

55175.90625 27877.09375 1.917454444 4415252382 1 7386.5

54697.07422 27869.64063 1.851815314 4311860537 1 7387

54188.07031 28035.07031 1.735975861 4164042923 1 7387.5

54253.07813 28270.08984 16829376 4133086538 1 7388

54082.39844 2836386133 1.635642442 4066361308 1 73885

53921.37109 28404.36719 1.603724708 4018508857 1 7380 =

53854.48047 28392.2793 1.587851085 4004701891 1 7389.5

53676.36719 28326.05469 1590823842 3979492157 1 7390

53523.0625 28313.93555 1.573398596 3951183815 1  7390.5

53045.93359 27913.03125 1.612065869 3912109336 1 7391

52591.93359 27684.30078 1.60B886938 3842858708 1 7391.5

52807.00781 27426.34961 1.707209126 3931685469 1 7392

52802.35156 27339.94727 1.744161363 3967768814 1 73925

53015.24609 27392.29492 1.745801157 3993012652 1 7393

52579.58984 27344.14258 1.697479367 3906468779 1 73935

52346.54297 27147.24219 1.718129556 3882613932 1 7394

52115.88672 27028.64063 1.717849836 3845479855 1 73945

52007.10547 27020.32031 1.70462597 3816183725 1 7395
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Figure 8. An example of a well file after deleting carriage returns.

Here we see an application using the program psvm_welllogs to predict brittleness
index (BI) from four well log derived rock properties.

X AASPI - program psvm_welllogs (Release Date: February 1, ZM i E@ﬂ—hJ
|| Eile Help

Generate a PSVM classifier on ASCI formatted well log data
to correlate certain input logs with a target petrophysics or engineering parameter

Input Training Filename: I';'S20fFalr\newftoc_boftra|n800_b|_4.txt Browsel

View training ﬁlel Convert DOS to Unixl

Input Testing Filename: I’SZOfFanewﬁoc_bo;‘test1810_b|_4.txt Browsel

View testing ﬁlel Convert DOS to Unixl

*Unigue Project Name: IGU|_demo

Suffix: {2000_01 i

Number of header lines to skip: IO

Data dimension: |4

Number of classes: |10

Program running mode: Itesting j

Controlling parameter for misclassification rate: |2000 i

Controlling parameter for Gaussian kernel: |0_1 |

Percentage of training samples used to generate a decision boundary: |100

Percentage of samples used for cross-validation: |2g I

Number of running cycles for cross-validation |1 Il

[l H
(

EZUOSQUH AASPI| - The University of Oklahoma Execute | I

Figure 9. Parameter settings for Bl prediction.

As shown in Figure 9, we prepared a training file (shown in Figures 7 and 8) and a
testing file from one study well, and use the parameters listed in the panel. The input
logs are P-impedance, S-impedance, Lambda/ Mho, and Young’'s Modulus/ Poisson’s
Ratio, where the target properties is brittleness which is digitalized in to 10 classes, 1
being the least brittle and 10 being the most. After clicking the Execute button, users
are able to view the running progress (Figure 10).

e —
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[testing_fn=/ouhomes/zhao?520/Fairview/toc_bo/test1510_bi_d4, txt]
[training_fr= ouhomes/ zhao?520/Fairvisw toc_bo/train00_bi_4,txt]
[unique_project_name=GU1_dema]

[w=2000]

Program is running in testing mode,

Data read finished, 1
Boundary Mo, 1 iz generating,..
Number of zamples used for generating thiz boundary is 420

0

0 Matrix inverse finished
Matrix nu generated
before matmul
after matmul
Boundary Mo, 1 is generated successfully

Run time for generating thiz boundary is: 5000000
Boundary Mo, 2 iz generating,..
Number of zamples used for generating thiz boundary is 390

0 Matrix inverse finished
Matrix nu generated
before matnul

Figure 10. Running progress window.

Once finished, the correlation coefficient of the classification is given on the screen and
a file containing testing result is generated (Figure 11). Users can plot the file in excel
for QC. If the result is satisfactory, users can move to predicting mode and take a file
need to be predicted as the testing file. The output file just contain one column of
predicted labels, so it needs to be merged or imported to the corresponding well log file
and further displayed in commercial software. Here we show a testing result on the
previously used well displayed in Petrel (Figure 12). Roughly 30% of the samples are
used for training.

e -
X zhao7520@tripolite:~ _ EENEER T

befaore matmul

after matmul

Boundary Mo, 44 iz generated successfully

Fun time for generating thiz boundary iz O,0000000E+D

Boundary Ho. 40 iz generating...

MNumber of samples used for generating thisz boundary is 151
0
0 Matrix inverse finished

Matrix nu generated

before matmul

after matmul

Boundary Ho. 45 iz generated successfully

Fun time for generating this boundary iz O,0000000E+(0

Monlinear PSYM finished

The number of correct classification wsing nonlinear PSYH iz 1114 out of

1810

The cortelation coefficient uzing nonlinear PSYM iz 0,8939400

Testing result haz been saved to file:

pavm_welllogs_GUI_demo_2000_01,txt

narmal completetion, routine pzum_welllogs

Figure 11. Completion of the program in testing mode.
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Gamma Ray Zp 7s Lambda/ Mhu| [nesModusl TR hormalized | Bl predicted

Paisson’s Ratio

Low [ High JLow High | Low I High |Low B 1 High |Low IS 1 High JLow I 1 High

Figure 12. BI prediction on a well using four well log derived properties. The Gamma
Ray log is plotted as a lithology reference. Good correlation can be identified between
original and predicted Bl logs.

In cross-validation mode (Figure 13), only a training file is used, and testing samples
are randomly selected from the training file. In this example, for every one out of the ten
cycles, 50% of the samples are used for testing, and the remaining portion are used for
training. Once finished, it will generated a probability distribution file as shown in Figure
14.

Attribute-Assisted Seismic Processing and Interpretation Page 11
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X AASPI - program psvm_welllogs (Release Date: February l,@ ‘ l"‘:' =) éj

|| Eile Help

Generate a PSVM classifier on ASCIl formatted well log data
to correlate certain input logs with a target petrophysics or engineering parameter

Input Training Filename PSEO;‘Fairviewftoc_boftestEﬁ10_b\_4.txt Browse

View training ﬁlel Convert DOS to UnixI

Input Testing Filename: | Browse

View testing ﬂ\el Convert DOS to UnixI

*Unique Project Name: |GU|_demo

Suffix: |2000701

Number of header lines to skip Ig—
Data dimension: |4—
Number of classes: lw—
Program running mode Icrcss—\ralidaticn j
Controlling parameter for misclassification rate: lzooo—
Controlling parameter for Gaussian kernel: IDI—
Percentage of training samples used to generate a decision boundary: Isn—
Percentage of samples used for cross-validation: lso—
Number of running cycles for cross-validation lm—

|(c) 2008-2015 AASPI - The University of Oklahoma

Figure 13. Cross-validation mode parameter setting.

Probability (%) of each sample against each class:
class 1 class 2 class 3 class 4 class 5 class 6 class 7 class 8 class 9 class 10
100. 00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 00
100. 00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
100. 00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
100. 00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
100. 00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
100. 00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
100. 00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
100. 00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
100. 00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
100. 00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
100. 00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
100. 00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
100. 00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
100. 00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
100. 00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
100. 00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
100. 00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
100. 00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
100. 00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
100. 00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
100. 00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
100. 00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
100. 00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
100. 00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
100. 00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
100. 00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
100. 00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
100. 00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
100. 00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
100. 00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
100. 00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
100. 00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
100. 00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
100. 00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
100. 00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
100. 00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
100. 00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
100. 00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
100. 00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
100. 00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
100. 00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
100. 00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
100. 00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
100. 00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
100. 00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
100. 00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
100. 00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
100. 00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
100. 00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Figure 14. Probability distribution file generated by cross-validation mode (it happens
to be solid class 1 for these samples).
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