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Neural Networks is one of the best-established

classification algorithms used in seismic interpretation

with several excellent commercial implementations

available. Our goal is to provide our own

implementation to allow interpreters to easily compare

the results of PNN and MLFN to multiattribute linear

regression, PCA, k-means, SOM, GTM, and PSVM

classifiers within the AASPI framework.
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Motivation

Figure 3:  Basic design of a Probabilistic Neural Network (Hampson, 2001)

Optimizing 𝝁 Using the “Jackknifing Method”

(Masters, 1993) or “Convex Combination of Ln”

PNN is a mathematical interpolation scheme which

uses a neural network architecture for its

implementation. (Hampson, 2001)

MLFN consists of a set of neurons that are logically

arranged in two or more layers. The Neuron is

characterized by n+1 weights which multiply each

input, and an “activation function” which is applied to

the weighted sum of inputs in order to produce the

neuron’s output. (Masters,1993)

Figure 2:  Design of a Multilayer Feedforward Network (Mazur, 2015)

Calculating the value for each neuron “hj",

Optimizing the weights The “Backpropagation

Algorithm” updates the weights in the network,

minimizing the error between the output and the target

value (Mazur, 2015)

Applying the Chain Rule,
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Updating W1,

Multiattribute Linear Regression is an extension of

linear regression to “N” Variables. In other words, “N”

attributes {𝐴1, 𝐴2,…, 𝐴𝑁} are used to predict the log

property. The goal is to predict N+1 weights {𝑤0, 𝑤1,…,

𝑤𝑁} when multiplied by the attributes, predict the log

property. (Hampson, 2001)

We write,

Figure 1:  Multiattribute Linear Regression (Hampson, 2001)

𝐿 = 𝑤 𝐴 (1)                    

which can be solved using least-squared minimization

𝑤 = [𝐴𝑇𝐴]−1𝐴𝑇𝐿 (2)                    
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and the predicted value “PV",
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where 𝜂 is the learning rate.

Summary

Table 1:  PNN strengths and weaknesses vs MLFN and Multiattribute 
Linear Regression. (Masters, 1993)


