Multiattribute Linear Regression
vs Neural Networks

Motivation

Neural Networks Is one of the best-established
classification algorithms used Iin seismic interpretation
with several excellent commercial Implementations
avallable. Our goal Is to provide our own
Implementation to allow interpreters to easily compare
the results of PNN and MLFN to multiattribute linear
regression, PCA, k-means, SOM, GTM, and PSVM
classifiers within the AASPI framework.

Multiattribute Linear Regression

Multiattribute Linear Regression Is an extension of
linear regression to “N” Variables. In other words, "N’
attributes {4,, A,,..., Ay} are used to predict the log
property. The goal Is to predict N+1 weights {w,, wq,...,
wy} when multiplied by the attributes, predict the log
property. (Hampson, 2001)
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Figure 1: Multiattribute Linear Regression (Hampson, 2001)

We write,
L=wA (1)

which can be solved using least-squared minimization

w = [ATA]7TATL  (2)
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Multilayer Feedforward Networks

(MLFN)

MLFN consists of a set of neurons that are logically
arranged In two or more layers. The Neuron IS
characterized by n+1 weights which multiply each
Input, and an “activation function™ which iIs applied to
the weighted sum of Inputs In order to produce the
neuron’s output. (Masters,1993)
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Figure 2: Design of a Multilayer Feedforward Network (Mazur, 2015)
Calculating the value for each neuron “h;",
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Optimizing the weights The “Backpropagation
Algorithm” updates the weights In the network,

minimizing the error between the output and the target
value (Mazur, 2015)

Applying the Chain Rule,

SEr _ Sﬁx SPV (5)
SW, 8PV 8&W,
Updating Wy,
SE
Wr=W;-n— (6
1 1 775W1 (6)

where 7 Is the learning rate.

)

The UNIVERSITY of OKLAHOMA
Mewbourne College of Earth and Energy
ConocoPhillips School of Geology and Geophysics

Conocglghillips

Probabilistic Neural Networks

(PNN)

PNN Is a mathematical interpolation scheme which

uses a neural network architecture for Its

Implementation. (Hampson, 2001)
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Figure 3: Basic design of a Probabilistic Neural Network (Hampson, 2001)

Optimizing u  Using the “Jackknifing Method”

(Masters, 1993) or "Convex Combination of L,

Summary
PNN
strengths Weaknesses
+ [ eaming speed for this method Is + (Classification ime may be slow
fast to instantaneous + Memory requirements are large

+ (Gan be more accurate than MLFN
« PNN are insensitive to outliers

Table 1: PNN strengths and weaknesses vs MLFN and Multiattribute
Linear Regression. (Masters, 1993)
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