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Presenter
Presentation Notes
In this section I will summarize those attributes that measure that lateral continuity and texture of seismic reflectors. These attributes include coherence, amplitude and/or energy gradients, amplitude curvature, and GLCM textures.  



Geometric Attributes that map continuity, amplitude changes and 
textures

1. Coherence

2. Amplitude gradients 

3. GLCM textures

Faults, channel edges, karst, 
dewatering

Thin channels, fractures

Chaotic vs. smooth 
reflector patterns

5e-2

Presenter
Presentation Notes
The second subset of geometric attributes measures lateral changes in the reflector amplitude and continuity.   



After this section you will be able to:

• Summarize the physical and mathematical basis of alternative seismic 
coherence algorithms,

• Evaluate the impact of spatial and temporal analysis window size on the 
resolution of geologic features, and

• Recognize artifacts due to algorithm design or due to limits in seismic data 
quality, seismic imaging, and/or geologic complexity.

Coherence
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inline inline

Coherence compares the waveforms of neighboring traces

(Chopra and Marfurt, 2007)5e-4
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Presentation Notes
Spatial (or multitrace) analysis windows commonly used in coherence calculations for (a) the crosscorrelation algorithm and (b) the semblance and eigenstructure algorithms. In the crosscorrelation algorithm, we first crosscorrelate the target trace (in magenta) with the inline trace (in orange) over a suite of temporal lags. Then we repeat that process between the target trace and the crossline trace (in cyan). The coherence estimate is obtained by computing the geometric mean of the two estimates. In the semblance and eigenstructure algorithms, we first estimate dip and azimuth, and then calculate either the semblance or a covariance matrix between the target trace (in cyan) and its nearest neighbors. Here, we show four nearest neighbors in green and eight nearest neighbors in green and gray. These sets of nearest neighbors give rise to either five- or nine-trace coherence algorithms, respectively.



40 ms

Trace #1
Shifted windows of 

Trace #2
Cross

correlationlag:

Cross correlation of two traces

- 4  -2  0  +2  +4  

Maximum 
coherence

(Chopra and Marfurt, 2007)5e-5
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Presentation Notes
A schematic diagram showing crosscorrelation between two traces. Trace number 1 is held fixed while a window of trace number 2 (here, 40 ms) is slid along a suite of time lags and is crosscorrelated.  The lag having the maximum signed crosscorrelation is a crude measure of inline (or crossline) dip. The crosscorrelation value that corresponds to this peak is then used to generate a 3D estimate of coherence. 



Time slice through the seismic amplitude volume

(Bahorich and Farmer, 1995)

5 km

5e-6

Presenter
Presentation Notes
One of the first applications of coherence, showing a time slice at t = 1.200 s, through the seismic data volume. After Bahorich and Farmer (1995).



(Bahorich and Farmer, 1995)
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Presentation Notes
One of the first applications of coherence, showing a time slice at t = 1.200 s, through the crosscorrelation-based coherence volume. The color scale is red (for lowest coherence), black, gray, white, and yellow (for highest coherence). After Bahorich and Farmer (1995).



Time slice through coherence
(initial crosscorrelation algorithm)

Time slice through 
average absolute amplitude

(Bahorich and Farmer, 1995)
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(Top) A horizontal time slice of average absolute amplitude (AAA) calculated over a 40-ms vertical analysis window. (Bottom) The corresponding 3-trace 40-ms crosscorrelation coherence slice through the same volume. The bright spot seen in (a) corresponds to the highest coherence value displayed in yellow in (b), lying within the channel. Because bright spots generally have a high signal-to-noise ratio, it is common for them to show up with very high coherence. After Bahorich et al. (1995).



Vertical slice through amplitude

(Haskell et al. 1995)
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(Top) Channels (indicated by arrows) seen on a conventional vertical seismic slice through the same volume as that in the previous Figure. (Bottom) Channels in map view generated by an 11-trace 40-ms semblance-based coherence algorithm. Note the higher signal-to-noise ratio of the image here, compared with the 3-trace crosscorrelation coherence shown in the previous figure. The map view helps us differentiate between separate channels (perhaps having been formed at different geologic times) and a single meandering channel. After Haskell et al. (1995). 
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Time slices at t = 2.600 s, through (left) a coherence volume and (right) the corresponding seismic volume, for a survey acquired in northwestern Louisiana, USA. White arrows indicate faults that cut perpendicularly to strike and are easy to see on the seismic time slice. Black arrows indicate faults that cut nearly parallel to strike and are difficult to differentiate from normal waveform changes seen on the time slice. Small black rectangles in (left) and corresponding gray rectangles in (right) indicate acreage that was not permitted for exploration. (Data  courtesy of Seitel). 



Alternative measures of waveform similarity

• Cross correlation
• Semblance, variance, and  Manhattan distance similarity
• Sobel filter
• Eigenstructure and energy ratio similarity
• Gradient Structural Tensor “chaos” 
• Plane-wave destructors

Waveform only

Amplitude and waveform

Amplitude and waveform

Amplitude and waveform

Amplitude and waveform

Waveform only
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There are four popular methods of measuring similarity that you will encounter in commercial software – the cross correlation algorithm used to compare well logs, the semblance algorithm used in velocity analysis, eigenstructure analysis, that like cross correlation, is insensitive to amplitude, and the gradient structure tensor. The ‘variance’ and ‘Manhattan distance’ estimates of similarity are variations of semblance. You may see plane wave destructors in some publications, but it has not yet made it into commercial software.
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Semblance estimate of coherence

2. Calculate the average 
wavelet within the analysis 

window.

1. Calculate energy of input traces

4. Calculate energy of average traces

Energy of average trace
Average energy of input traces

5. Coherence≡

3. Estimate coherent traces by their average

(Chopra and Marfurt, 2007)5e-12
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A schematic diagram showing the steps used in semblance estimation of coherence. First, we calculate the energy of the five input traces within an analysis window, then we calculate the average trace, and finally, we replace each trace by the average trace and calculate the energy of the five average traces. The semblance is the ratio of the energy of the average trace to the average energy of input traces. If each windowed trace in the input has the identical waveform and amplitude, the semblance = 1.0; otherwise, it is less than 1.0.
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The semblance formula familiar to most processing geophysicists, which is the workhorse for velocity analysis. 



The ‘Manhattan Distance:  r=|x-x0|+|y-y0|

The “as the crow flies” (or Pythagorean) distance 
 r=[(x-x0)2+(y-y0)2]/1/2

(New York City Archives)5e-14
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Two measures used by New Yorkers to describe the distance between Marfurt’s apartment in 1974-1978 and New York’s City Hall. The Pythagorean distance, referred to in New York ‘as the crow flies’, is the square root of the sum of the squares along the New York grid of streets. The Manhattan distance is one that human being would walk, in this case 12 blocks east along 110th Street, and then 40 blocks south along Lexington Avenue, which is equivalent to the sum of the absolute values of the North and East distances. One popular means of coherence uses the ratio of the absolute value of the average amplitude over the average of the absolute values of the amplitude rather than the more conventional ratio involving squares. A mathematician would call this an r1 rather than an r2 implementation of semblance.



Manhattan distance estimate of coherence
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There are other semblance formulae using an arbitrary Lr rather than the conventional L2 norm that uses squared energy. In the “Manhattan distance” formulation,  we simply set r=1 and take absolute values. The results are nearly identical to the conventional L2 norm, unless there are strong spikes in the data, in which case it behaves better.
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1. Calculate energy of input traces

4. Calculate energy of coherent compt of traces

Energy of coherent compt
Energy of input traces

5. Coherence ≡

3. Estimate coherent compt of traces
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A schematic diagram showing the steps used in eigenstructure estimation of coherence.  First, we calculate the energy of the input traces within an analysis window,  next, we calculate the seismic waveform that best approximates the waveform of each input trace, and  finally, we replace each trace by a scaled version of the single waveform that best fits the input trace. The eigenstructure coherence is the ratio of the energy of the coherent (KL-filtered) data to the energy of the input data. If each windowed trace in the input has the exact same waveform (but perhaps a different amplitude), the coherence = 1.0;  otherwise, it is less than 1.0.



Eigenstructure coherence:
Time slice through seismic
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(Chopra and Marfurt, 2007)5e-17
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A time slice through a salt dome and salt withdrawal basin in the Gulf of Mexico, USA. (Data courtesy of BP).



Eigenstructure coherence:
Time slice through total energy in 9 trace, 40 ms window
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Presentation Notes
An image showing the energy of the input data falling within a 9 trace, 40ms analysis window. Yellow areas have moderate to high energy, gray to white areas have low energy, and red areas have very low energy, corresponding in this image to salt and shale infill of a submarine scour.



Eigenstructure coherence:
Time slice through coherent energy in 9 trace, 40 ms window
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(Chopra and Marfurt, 2007)5e-19
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Presentation Notes
An image showing the energy of the coherent component of the data falling within a 9 trace, 40ms analysis window. Yellow areas have moderate to high energy, gray to white areas have low energy, and red areas have very low energy, corresponding in this image to salt and shale infill of a submarine scour.
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Eigenstructure coherence can be computed by forming the ratio between the two previous images. In this manner, we recognize that there are two reason for zones of low coherence. The first occurrence is where  the overall signal is so low that it falls below the level of the background incoherent noise, such as the location of the salt and scour features. The second occurrence is where the coherent energy falls below the background (typically moderate value) energy, indicate faults, channel edges, and other features of interest.
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Comparison of alternative coherence algorithms used on data from South Marsh Island, Gulf of Mexico, USA. The volume shown contains both structural and stratigraphic features associated with deposition over a terrain influenced by salt tectonism. (a) A time slice through the time-migrated seismic data at 1.8 s.  “S” denotes a salt dome, and “F” indicates several radial faults. Corresponding slices through coherence cubes were generated using the (b) three-trace crosscorrelation algorithm, (c) a five-trace semblance algorithm, and (d) a five-trace eigenstructure algorithm. All coherence computations used the same 80-ms vertical analysis window. The circular rings seen in (a) correspond to sediments dipping against a salt dome, which are cut by radial faults indicated by “F.” The disorganized feature indicated by “C” in the northeast is interpreted to be a canyon. The salt dome and faults appear to be incoherent (black) in (b) through (d).  Note that there is considerably less “speckle” noise in the five-trace semblance algorithm than in the three-trace crosscorrelation algorithm.  An even greater improvement in the signal-to-noise ratio and in lateral resolution accompanies the five-trace eigenstructure algorithm. The structural artifacts (leakage) about the salt dome indicated by “L” and the overall grayer level of the image in (d) are the result of a failure, in this early work, to search over structural dip. After Gersztenkorn and Marfurt (1996).
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Orthogonal vertical and time slices through a seismic data cube, an eigenstructure coherence generated using the gradient structure tensor (GST), and an eigenstructure coherence generated using a discrete dip scan. In these images we see greater lateral resolution in the eigenstructure dip-scan coherence. After Bakker (2003).



Sobel edge detector
Numerical approximation to first derivative: 
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Most digital photography software has simple filters in them to manipulate the brightness and contrast. One slightly more advanced operation is the Sobel filter, simply takes each of the color pixels (whose values in this image range between 0 and 255), computes a lateral derivative in the left-right and up-down direction, and then takes the square root of the sum of the squares.  
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Difference between 2 traces

(Luo et al., 1996)
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Schematic of the original Chevron ‘Edge’ algorithm (Luo et al., 1995). Like the crosscorrelation algorithm described earlier, we compare two traces in the inline and crossline direction. However, instead of shifting and cross correlating the traces to be compared, we shift and compute their differences. The inline and crossline time shifts that produce the minimum squared difference will be combined to generate and edge attribute, e. 
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Chevron’s original ‘Edge’ algorithm

5e-32

Presenter
Presentation Notes
Schematic of the original Chevron ‘Edge’ algorithm (Luo et al., 1995). Like the crosscorrelation algorithm described earlier, we compare two traces in the inline and crossline direction. However, instead of shifting and cross correlating the traces to be compared, we shift and compute their differences. The inline and crossline time shifts that produce the minimum squared difference will be combined to generate and edge attribute, e.
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(Adeogba et al., 2005) 

‘Edge’ horizon slice 200 ms below the water bottom
(Offshore West Africa)
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Presentation Notes
A horizon slice, 250 ms below the water bottom, through an “edge” cube  generated using a variation of the equation given in the previous figure. After Adeogba et al. (2005).
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Which value of ∆x should we use in a Sobel filter?
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Alternative finite-difference approximations to the first derivative defined as du/dx = limit (x ->0) [u(x+m x)-u(x-m x)]/ x, where x is the seismic bin size and m is the number of bins away from the center analysis point.
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A graphical display of the approximations made to the first derivative (or slope) using the operators shown in the previous figure for an amplitude variation that has a moderate wavelength, on the order of 10 seismic bins.
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A graphical display of the approximations made to the first derivative (or slope) using the operators shown in the previous figure for an amplitude variation that has a very long wavelength compared with the seismic bin size x. For very long wavelengths, each of the alternative finite-difference approximations provides the same estimate of the first derivative.
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For long wavelength estimate, we could use all values of ∆x!
(Luo et al.’s (2003) Hilbert transform edge detector)
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The Hilbert transform displayed as a linear combination of the difference operators displayed previously.
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For a shorter wavelength estimate, we could “generalize” the Hilbert 
transform to vary as Sign(x)/x2

(Luo et al.’s (2003) Detect algorithm)
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The Hilbert transform displayed as a weighted linear combination of the difference operators displayed previously. The weights are chosen to favor the nearer differences more than the further differences.
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(Luo et al., 2003)

A ‘short wavelength’ edge detector

Sobel Filter

5e-39
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Presenter
Presentation Notes
The sensitivity of alternative edge detectors to abrupt changes and to  gradational lateral changes in amplitude. (Top row) A cross section of a thin channel, with the inner bank on the left and outer bank (or cutbank) on the right. Following Widess (1974), the amplitude response will be linearly proportional to the channel thickness. (2nd row) The response of a three-point Sobel (or first-derivative) filter. The steep cutbank shows up well, but the gradational inner bank shows up poorly. (3rd row) The response of a 61-point Hilbert transform filter. Both sides of the channel are imaged equally well, but we feel that the steep cutbank is overly smeared. (Bottom row) The response of a 21-point generalized r = 2 Hilbert transform filter. Both sides of the channel are well imaged. After Luo et al. (2003).



A ‘long wavelength’ edge detector
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Presenter
Presentation Notes
The sensitivity of alternative edge detectors to abrupt changes and to  gradational lateral changes in amplitude. (Top row) A cross section of a thin channel, with the inner bank on the left and outer bank (or cutbank) on the right. Following Widess (1974), the amplitude response will be linearly proportional to the channel thickness. (2nd row) The response of a three-point Sobel (or first-derivative) filter. The steep cutbank shows up well, but the gradational inner bank shows up poorly. (3rd row) The response of a 61-point Hilbert transform filter. Both sides of the channel are imaged equally well, but we feel that the steep cutbank is overly smeared. (Bottom row) The response of a 21-point generalized r = 2 Hilbert transform filter. Both sides of the channel are well imaged. After Luo et al. (2003).
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(Luo et al., 2003)5e-41

Presenter
Presentation Notes
(a) A time slice through a  seismic data cube, (b) the corresponding eigenstructure coherence volume, and (c) the amplitude-variability volume generated using the generalized r = 2 norm Hilbert transform, from a survey acquired on the Arabian Peninsula.  Amplitude anomalies associated with channel fill and changes in thickness are clearly present but are somewhat diffuse and difficult to delineate on the seismic-amplitude time slice shown in (a). The eigenstructure estimate of coherence in (b) is insensitive to these changes in amplitude. In contrast, the generalized Hilbert transform in (c) is a direct measure of amplitude variability and delineates the channels clearly. After Luo et al. (2003). 



Low coherence along time slices

Not computing coherence along structure
Pitfalls associated with blindly trusting default parameters

5e-42

Presenter
Presentation Notes
Due to destructive interference of peaks and troughs, the energy of the average trace computed along the horizontal window above will be small compared to the energy of the corresponding input traces, resulting in low coherence. In contrast, the energy of the average trace computed along the dipping horizon will be large, resulting in high coherence. 
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Pitfall: Computing coherence along (default) time slices
Pitfalls associated with blindly trusting default parameters

Structural “leakage”

5e-43

Presenter
Presentation Notes
“Structural leakage” artifacts introduced by not computing coherence along local dip and azimuth shown for an onshore Gulf of Mexico data volume.  Time slice at t=2.072 s through coherence volumes computed along time slices.
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Solution: Compute coherence along structure
Pitfalls associated with blindly trusting default parameters 

Coherent reflectors

5e-44

Presenter
Presentation Notes
Coherence computed along structural dip and azimuth. 



Coherence computed along a 
time slice

Coherence computed along 
structure

(Chopra and Marfurt, 2008)

1.0

0.6

Coherence

“Structural Leakage” 
resulting in contour 

artifacts

Pitfall: Computing coherence along (default) time slices
Pitfalls associated with blindly trusting default parameters
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Presentation Notes
Time slices through coherence volumes computed without and with dip-steering. The computational effort needed to generate the coherence volume without dip-steering is only 10% of that needed to generate the coherence volume with dip-steering. However, failure to estimate waveform similarity along reflector dip results in artifacts that some call “structural leakage,” thereby giving rise to contour-like features indicated by arrows green arrows. The low-coherence “contours” result from the structural dip being such that the lateral analysis window spans events from different geologic horizons, each of which has its own waveform. The contours in this image mask faults indicated by magenta arrows that are seen more clearly on the right image. (Data courtesy of Olympic Seismic, Calgary; after Chopra and Marfurt (2007).



(Chopra and Marfurt, 2007)
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Pitfalls and algorithm limitations: 
Artifacts when using small windows about amplitude zero-crossings

5e-46

Presenter
Presentation Notes
The effect of zero crossings in the signal, using the traditional semblance algorithm. (Left) The signal-to-noise ratio is low when a short analysis window (here, 8 ms, corresponding to 3 samples) straddles a zero crossing. (Right) The resulting coherence image, seen on a time slice at t = 2.164 s. White arrows indicate artifacts associated with low signal-to-noise about zero crossings. Black arrows indicate geologic faults of interest. 



Solution: Calculate the 
coherence of the analytic 
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(Chopra and Marfurt, 2007)

Pitfalls and algorithm limitations: 
Artifacts when using small windows about amplitude zero-crossings

5e-47

Presenter
Presentation Notes
Semblance estimates of coherence generated using (left) the input data trace and (right) the analytic trace. The vertical window length is 20 ms. For a fixed level of noise, the signal-to-noise ratio can become low near reflector zero crossings, thereby resulting in low-coherence artifacts that follow the structure (arrows). Using the analytic trace avoids that problem. When the magnitude of the real input trace is low, the magnitude of the quadrature component is high. Likewise, when the magnitude of the quadrature component is low, the magnitude of the real input trace is high, thereby maintaining a good signal-to-noise ratio in the presence of strong reflectors. It still is common to see low-coherence trends following structure when we have low-reflectivity (and hence low signal-to-noise ratio) shale-on-shale events, when we have truly incoherent geology such as that encountered with  erosional and angular unconformities, or when we encounter karst, mass-transport complexes, and turbidites. 



(Lin and Marfurt, 2017)

Pitfalls and algorithm limitations: 
Fault shadows and velocity pull-up and push-down

Generate finite difference 
synthetic shot gathers and 
migrate the results using an 
accurate velocity model

A simple model with four faults exhibiting different dips
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Presentation Notes
A simple velocity-depth model showing faults with dips of 50°, 60°, 70°, and 80°. Synthetics were generated using a 2D finite difference solution of the wave equation. (Modeling and migration software courtesy of Tesseral LLC); After Lin and Marfurt, 2017; Reprinted by permission of the AAPG whose permission is required for further use).
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Pitfalls and algorithm limitations: 
Fault shadows and velocity pull-up and push-down

5e-49

Presenter
Presentation Notes
The resulting (Top Left) prestack time-migrated image. Note that the seismic wavelets are perpendicular to the reflector, including near the fault edges. The images suffer from fault shadows. Fault plane reflectors were not imaged due to the finite migration aperture of 2000 m. (Top Right) The coherence image computed from the prestack time-migrated seismic data using a vertical analysis window of one sample to minimize smearing. Note the fault shadow discontinuities seen in the seismic amplitude section result in a fault shadow coherence anomaly. The fault edges appear as a suite of stair steps rather than as a continuous dipping fault anomaly. (Bottom Left) The resulting prestack depth-migrated image. The fault shadows have been eliminated. (Bottom Right) The coherence image computed from the prestack depth-migrated seismic data using a vertical analysis window of one sample to minimize vertical smearing. Note the stair step artifacts are about the size of the seismic wavelet seen in on the amplitude data. Depth migration has eliminated the fault shadows but not the stair steps(Modeling and migration software courtesy of Tesseral LLC); After Lin and Marfurt, 2017; Reprinted by permission of the AAPG whose permission is required for further use).
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Presentation Notes
Let’s examine the stairstep effect as seen on this data volume from a Great South Basin survey from New Zealand. Here, I’ve manual picked green, yellow, black, cyan, and turquoise faults. Note that the time-slice through the coherence volume is subparallel to a strong reflector whose events dominate the coherence computation. For this reason, there is very nice alignment between the coherence events and picked faults.



Pitfall: Coherence “stair step” effect 

Corendered coherence and seismic amplitude

Discontinuities are perpendicular to the reflector, not parallel to the fault, and are the size of the wavelet
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Presentation Notes
I now corender the coherence with the seismic amplitude on the vertical slice. Note that the coherence anomaly is perpendicular to the strongest seismic wavelet in the analysis window, which in this example was 11 samples or ±20 ms in height. The stairsteps such as those indicated by the yellow arrows, align with my hand-picked fault where the seismic amplitude is strongest. It will turn out that the stair steps are in the seismic data, not due to the coherence algorithm itself, which I will show in the next image.



Corendered coherence and seismic amplitude

Pitfall: Coherence “stair step” effect 

Good correlation of 
faults on time slice

Coherence anomalies are well aligned at the peak of the reflector energy
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Presentation Notes
I now return to the hand-picked faults shown previously. Note how they intersect the coherence anomalies where the envelope of the reflector is strongest. However, when seen in detail, the coherence anomalies are controlled by the size and the orientation of the seismic wavelet. This is most easily seen on the green fault to the right. The problem is one of seismic resolution and imaging, not of coherence.



Faults on time slice are 
shifted

Same fault seen twice on 
time slice!

Pitfall: Coherence “stair step” effect 
Coherence anomalies can be shifted with respect to the manually picked fault position
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Presentation Notes
Now let’s examine the pitfall. At this slightly shallower time slice at t=1.44 s through an area of syneresis, the reflectors are weaker, with the coherence anomalies being controlled by the stronger reflector above the time slice. Thus, the fault that we see on this coherence time slice is laterally shifted with respect to the faults picked manually on the vertical slice. If we had picked the faults as zero crossing on an amplitude time slice at the same level, we would have the same shift from the fault picked manually on the vertical amplitude slice. These zero crossing (low amplitude fault anomalies) are controlled by the fault mapped by seismic wavelet of the strongest nearby reflector.



The stair steps are not due to coherence but are in the seismic data.

Pitfall: Coherence “stair step” effect 
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Presentation Notes
Examining the discontinuities in the seismic amplitude, note that faults appear as a low amplitude (white) zero crossing on the vertical section. The orientation of these anomalies is very similar to the stair step coherence anomalies in the previous image. 



Partial solution: Apply weighted filters oriented along the local fault plane
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Presentation Notes
A partial solution is to filter the coherence volume to enhance the faults. In this example, I use an algorithm described by Machado et al. (2016) that computes the orientation of the fault using eigenvectors of the 2nd moment tensor of the energy-weighted coherence anomalies and then smooths the fault parallel to the trend and sharpens it perpendicular to the trend. Note that the more stratigraphically limited syneresis anomalies are suppressed and the fault anomalies enhanced. The manually picked faults now align nicely with the filtered coherence image. The blurred image on the vertical slice are of faults subparallel to the vertical line.



(Lin and Marfurt, 2017)

A review of prestack seismic imaging
All source receiver pairs are weighted by cosθ and summed to form an image. 
The Snell’s Law “obliquity factor” cosθ results in wavelets oriented perpendicular to specular reflectors 
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Presentation Notes
The geometry of seismic migration, using the notation of the diffraction imaging community. n defines the normal to the hypothesized reflector at the image point. If no hypothesis is made, most algorithms assume n to be vertical, while some eliminate the obliquity factor completely. pS and pR define unit vectors at the image point. The obliquity factor is the cosine of the angle between the yellow normal and the average of the blue and red vectors. (After Lin and Marfurt, 2017; Reprinted by permission of the AAPG whose permission is required for further use).



Amplitude Slice (t= 0.45 s at Yates level)
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Pitfalls and algorithm limitations: 
Acquisition footprint

(Delaware Basin, NM, US)
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Presentation Notes
Time slice at t = 0.450 s through a seismic data volume acquired over Vacuum Field, NM, USA in the late 1990s. This part of the Delaware Basin has multiple objectives, with the shallow Yates horizon strongly contaminated by north-south and east-west acquisition footprint. The footprint heals with depth but still contaminates impedance and other attributes necessary for quantitative interpretation. (Seismic data courtesy of Marathon Oil Co.. After Figure 1 of Alali et al., 2016)
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Pitfalls and algorithm limitations: 
Acquisition footprint

(Delaware Basin, NM, US)
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Presentation Notes
Corresponding time slice through the coherence volume. Coherence exacerbates the footprint, thereby making it a noise characterization tool. (c) Because it has little to do with the reflectivity, footprint varies slowly in the vertical direction, with the major change healing with depth due to an increase in fold and a decrease in sensitivity to velocities. If the lateral variation in the overburden velocity is smooth, the pattern persists but is slowly warped. These patterns allow one to “enhance” the footprint artifacts by applying a ±100 ms median filter to the coherence volume. Seismic data courtesy of Marathon Oil Co.. After Figure 1 of Alali et al. (2016). Used by permission.



Pitfalls and algorithm limitations: 
Faults that are easy to see on vertical sections but missed by coherence

(Libak et al., 2017)5e-60

Presenter
Presentation Notes
(Left) A semblance-based coherence time slice which shows a fault that appears segmented based on the intensity of the coherence map. The analysis window used in the  coherence computation is 7 traces wide and contains 11 temporal samples. (Right) Three vertical slices indicated by the blue lines on the time slice on the left, approximately perpendicular to the fault. Yellow arrows show the connection between a voxel on the coherence time slice and the same voxel on the vertical seismic crosslines. The apparent segmentation is not real but is due to the unfortunate alignment of peaks and troughs from different horizons across the fault. Unlike a human interpreter, the coherence algorithm only examines the data in a small analysis window. Such misleading images  and this observation is common for faults with displacements in the order of the dominant period of the seismic data. (After Libak et al., 2017).



Pitfalls and algorithm limitations: 
Using a default analysis window size 
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Presentation Notes
The default analysis windows are not always optimum. In this example, the default sample size for the coherence analysis window is ±5 samples for a total of 11 samples. If the data were sampled at a 2 ms increment, this would be fine, but this ocean bottom node survey was sampled using a 6 ms sample increment, such that the default window size was 60 ms, as indicated by the red bpx. The peak-to-peak distance in this survey is about 0.24 ms, suggesting that a window of ±2 ms (5 samples) would be better. The next figure shows the pitfall of stratigraphic mixing when using a window that is too large. (Seismic data from South Marsh Island, offshore Louisiana, courtesy of Fairfield Industries).



Pitfalls and algorithm limitations: 
Using a default analysis window size 

?
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Presentation Notes
A series of time slices through the Sobel filter similarity volumes showing the effect of using too large of an analysis window. (Left) Sobel filter similarity computed using the default 11-sample analysis window ranging from 1.350 to 1.410 s and (Right) from a 3-sample analysis window ranging from 1.374 to 1.386 ms. Note that the images indicated by the orange and magenta arrows on the image computing the default analysis window do not appear on the image computed using the smaller analysis window. The size and location of the analysis windows are shown on the vertical slice along line 1525 through the seismic amplitude volume. Animating through different time slices computing using the 3-sample analysis window, we find the features indicated by the orange arrows at a deeper time slice at t=1.4 s. The features indicated by the magenta arrow is found on a shallower time slice at t=1.356 s. The use of a large analysis window has mixed the stratigraphy from above and below into the resulting 11-sample Sobel filter computation, leading to a potential misinterpretation of the depositional environment. (Seismic data from South Marsh Island, offshore Louisiana, courtesy of Fairfield Industries).



Pitfalls and algorithm limitations: 
Using a default analysis window size 

5e-63

Presenter
Presentation Notes
If the seismic amplitude data exhibit a high signal-to-noise ratio, smaller windows provide high temporal resolution images with minimal mixing. If the data exhibit moderate signal-to-noise, then adding additional samples to the analysis window can generate an improved coherence image. In this example, the peak-to-peak distance (defining the dominant period) is approximately 24 ms, or 5 samples long (shown in cyan). Because the seismic wavelet also mixes stratigraphy, increasing the analysis window up to this limit usually improves the signal-to-noise ratio of the resulting coherence image with little additional stratigraphic mixing. (Seismic data from South Marsh Island, offshore Louisiana, courtesy of Fairfield Industries).



Pitfalls and algorithm limitations: 
Using a single sized analysis window for depth-migrated data
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Presentation Notes
A vertical slice  through a prestack depth migrated data volume showing short wavelengths in the shallower sediments and long wavelengths in the carbonate buildups beginning around depths of 4-5 km. An analysis window large enough to show discontinuities within the carbonate would smear the smaller scale features in the shallower section.  
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Pitfalls and algorithm limitations: 
Using a single sized analysis window for depth-migrated data
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Coherence computed with data adaptive analysis windows5 km

Pitfalls and algorithm limitations: 
Using a single sized analysis window for depth-migrated data
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Pitfalls and algorithm limitations: 
Poor imaging

Inaccurate velocity 
due to pressure 

compartmentalization Poor Image
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Presentation Notes
Time slices at t = 1.200 s, at the level of the El-Diablo-1 discoveries, offshore Trinidad, through (Left) a seismic data volume and (Right) a coherence volume. The discoveries were found in blocks bounded by strike-slip and antithetic faults such as those indicated by the arrows. This early implementation of the coherence algorithm (computed on data from an early implementation of v(z) prestack depth migration) was run along time slices rather than along structural dip, giving rise to structural leakage over the steeply dipping Galeota Ridge.  The data are also plagued by acquisition footprint. The fault blocks that gave rise to the El-Diablo-1 discoveries form excellent pressure seals. With subsequent drilling, Amoco operators learned that the low coherence zone in the area indicated by the red ellipse consisted of smaller fault blocks giving rise to laterally variable pressure and in turn laterally variable velocity. The v(z) prestack depth migration used to image these data gave a poor image in these laterally variable zones resulting in the low coherence anomaly. Original image from Gersztenkorn et al. (1999).



In summary, coherence:
• Is an excellent tool for delineating geological boundaries (faults, lateral stratigraphic contacts, etc.),
• Allows accelerated evaluation of large data sets,
• Provides a quantitative estimate of fault/fracture presence,
• Often enhances stratigraphic information that is otherwise difficult to extract,
• Should always be calculated along structural dip, and
• Is a “local” algorithm- Faults that have drag, are poorly migrated, or separate two similar reflectors, or 
otherwise do not appear locally to be discontinuous, will not show up on coherence volumes.

In general:
• Stratigraphic features are best analyzed on horizon slices,
• Structural features are best analyzed on time slices, and
• Large vertical analysis windows can improve the resolution of vertical faults, but can smear dipping faults 
and mix stratigraphic features.

Coherence

5e-68
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