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Presenter
Presentation Notes
In this section, we will use crossplotting and multiattribute visualization using RGB, HLS, and CMY models to define seismic facies and faults through their appearance and our understanding of the underlying geologic processes.



Multiattribute Analysis Tools
Interpreter-Driven Multiattribute Analysis

• Crosscorrelation Maps

• Corendering

• Spreadsheets

• Crossplotting and Geobodies

• Connected Component Labeling

Visual Decision Making

• K-means

• Gaussian Mixture Models

• Kohonen Self-Organizing Maps

• Generative Topographical Maps

Unsupervised Learning

Machine Learning Multiattribute Analysis

• Probabilistic Neural Networks

• Multilinear Feedforward Neural Networks

• Support Vector Machines

• Random Forest Decision Trees

• Generative Adversarial Networks

Supervised Learning

• Analysis of Variance (ANOVA, MANOVA)

• Multilinear Regression

• Kriging with external drift

• Collocated co-kriging

Statistical Analysis

• Principal Component Analysis

•  Independent Component Analysis

Projection Techniques
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Presenter
Presentation Notes
We have a broad range of tools for integrating the information provided by seismic attributes. These can be subdivided based upon the mechanism for decision making (computer or interpreter). Interactive decision making can be divided into visual and numerical techniques while machine learning techniques can be divided into supervised and unsupervised techniques.
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Figure 5.39 (Johnson et al., 2002)2-3

Presenter
Presentation Notes
Perhaps the simplest way to determine if other areas along a given horizon are prospective – computing the correlation of the average seismic waveform about a producing well (the Miller well displayed as a black circle) with other all other windowed traces about the well. (After Johnston et al., 2002).



Multiattribute Analysis Tools
Interpreter-Driven Multiattribute Analysis

• Crosscorrelation Maps

• Corendering

• Spreadsheets

• Crossplotting and Geobodies

• Connected Component Labeling

Visual Decision Making
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Presenter
Presentation Notes
We have a broad range of tools for integrating the information provided by seismic attributes. These can be subdivided based upon the mechanism for decision making (computer or interpreter). Interactive decision making can be divided into visual and numerical techniques while machine learning techniques can be divided into supervised and unsupervised techniques.



Corendering three fault-sensitive attributes using CMY

(Henderson, 2012)2-5

Presenter
Presentation Notes
Color models, such as CMY (cyan-magenta-yellow) are most appropriate for visualizing multiple volumes that aim to provide information about planar features such as  faults. Details are not provided, but the flexure is most likely a dip magnitude volumes , sharp faults/fractures a coherence volume, and amplitude changes a Sobel filter or similar volume.  (After Henderson, 2012).



Coherence

(Data courtesy Arcis; Chopra and Marfurt, 2008)

HighLowNeg Pos

Most-negative principal curvature

Coherence: highlights lateral discontinuities
Corendering coherence and most-negative curvature

Most-negative curvature: highlights synclinal features
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Presenter
Presentation Notes
Animated start-slices through coherence and most-negative curvature.  Visual integration of both attributes more clearly delineates the complete system. Data courtesy of Arcis Corporation, Calgary. (After Chopra and Marfurt, 2008)



Corendering coherence and most-negative curvature

(Data courtesy Arcis; Chopra and Marfurt, 2008)

HighLowNeg Pos
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Presenter
Presentation Notes
One of the blended start-slices through coherence and most-negative curvature from the previous animation.  Visual integration of both attributes more clearly delineates the complete system. Data courtesy of Arcis Corporation, Calgary. (After Chopra and Marfurt, 2008)



Channel edges 
seen 

in coherence

Valley shape
(more compaction)

Interactive clustering using visualization
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Presenter
Presentation Notes
If we put these several of these attribute maps together we may find a ‘cluster’, with structural highs, high coherence, and strong negative amplitudes being correlated to the presence of hydrocarbons.



(Chopra and Marfurt, 2015a)
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Corendering coherence, most-positive, and most-negative curvature
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Presenter
Presentation Notes
Stratal cube of (a) coherence and (b) corendered coherence, most-positive curvature, and most-negative curvature. Yellow arrows indicate a wide channel with a positive-curvature anomaly, whereas green arrows indicate several narrow channels with negative-curvature anomalies. Such differential compaction is a lithology indicator, with positive features suggesting a sand-filled channel and negative features indicating shale-filled channels. Reproduced with permission of the EAGE, for which further reproduction requires permission.
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Interactive clustering using visualization
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Presenter
Presentation Notes
If we put these several of these attribute maps together we may find a ‘cluster’, with structural highs, high coherence, and strong negative amplitudes being correlated to the presence of hydrocarbons.



Coherence
Bowl and 
coherence

Correlation of bowl shape component with collapse features

(Marfurt, 2010)2-11

Presenter
Presentation Notes
Long-wavelength ( = 0.25) bowl component of shape blended with coherence at t = 1.200 s.  View from above. (Marfurt, 2010; Data courtesy of Devon Energy)



Coherence
Bowl and 
coherence

(Marfurt, 2010)

Correlation of bowl shape component with collapse features
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Presenter
Presentation Notes
Volumetric visualization of long-wavelength ( = 0.25) bowl component of shape blended with coherence time slice at t = 1.200 s. View from south. (Marfurt, 2010; Data courtesy of Devon Energy)



Low coherence 
(Chaotic reflectors)

Bowl shaped
(dissolution)

Interactive clustering using visualization
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Presenter
Presentation Notes
If we put these several of these attribute maps together we may find a ‘cluster’, with structural highs, high coherence, and strong negative amplitudes being correlated to the presence of hydrocarbons.



Multiattribute Analysis Tools
Interpreter-Driven Multiattribute Analysis

• Crosscorrelation Maps

• Corendering

• Spreadsheets

• Crossplotting and Geobodies

• Connected Component Labeling

Visual Decision Making
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Presenter
Presentation Notes
We have a broad range of tools for integrating the information provided by seismic attributes. These can be subdivided based upon the mechanism for decision making (computer or interpreter). Interactive decision making can be divided into visual and numerical techniques while machine learning techniques can be divided into supervised and unsupervised techniques.



(Jianming et al., 2009)

Clustering using a spread sheet (common exploration risk analysis)

Shear wave time thickness difference

P-wave coherence P-wave most-positive curvature P-wave AVAz anisotropy

Multiattribute fracture prediction

Risk analysis table

Mapping fractures in a Sichuan carbonate reservoir
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Presenter
Presentation Notes
In general, we wish to use attributes that are mathematically independent but are correlated through the underlying geology. In this example, the authors conducted a 3C-3D survey and generated a suite of attributes sensitive to fractures: coherence, curvature, AVAz P-wave anisotropy, and shear wave splitting time thickness differences. These attributes were then combined in an risk analysis spread sheet which I consider to be a not-so-random, model-based decision tree multiattribute analysis tool. The result is a map showing where multiple attributes indicate high probability of fractures (yellow and red areas of the lower right map).. (After Jianming et al., 2009).



Multiattribute Analysis Tools
Interpreter-Driven Multiattribute Analysis

• Crosscorrelation Maps

• Corendering

• Spreadsheets

• Crossplotting and Geobodies

• Connected Component Labeling

Visual Decision Making
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Presenter
Presentation Notes
We have a broad range of tools for integrating the information provided by seismic attributes. These can be subdivided based upon the mechanism for decision making (computer or interpreter). Interactive decision making can be divided into visual and numerical techniques while machine learning techniques can be divided into supervised and unsupervised techniques.



Scatterplots of spectral decomposition extractions

8 Hz 20 Hz

20 Hz

8 
Hz

(Wessels  et al., 1996)2-17

Presenter
Presentation Notes
Crossplotting of 8 Hz and 20 Hz spectral components using a popular remote-sensing analysis product.  Bright colors indicate a large number of spectral pairs that have the same values. (After Wessels et al., 1996).



(Wessels  et al., 1996)

Interactive clustering (good for 2 at a time!)

8 Hz 20 Hz

User highlighted ‘cluster’Spatial distribution of a ‘cluster’

8 
Hz

20 Hz
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Presenter
Presentation Notes
The same crossplot of 8 Hz and 20 Hz spectral components using a popular remote-sensing analysis product.  The interpreter has highlight a particular zone in the crossplots space with a rectangular box (low amplitude values of the 20 Hz component and high amplitude values of the 8 Hz component). This would be an interpreter-defined ‘cluster’. Note that it delineates a geometrically contiguous region on the 8 Hz component on the left. (After Wessels et al., 1996).
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(Marfurt, 2018)2-19

Presenter
Presentation Notes
After animation and corendering, crossplotting is perhaps the next most commonly used multiattribute analysis tool. Interpreters routinely crossplot well logs to define lithology, which when calibrated with core or less common logs such as electron capture spectroscopy, form an interpretation template. In this example from the Fort Worth Basin of north Texas, (a) coherence is crossplotted against most-negative curvature k2. Karst dissolution features exhibit low coherence and strong negative values of most-negative curvature. By drawing a yellow polygon around this anomalous zone, the interpreter can (b) highlight voxels within a 3D probe exhibiting both characteristics. (Marfurt, 2018; Data courtesy of Marathon Oil Co.)
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(Marfurt, 2018)2-20

Presenter
Presentation Notes
Although we cannot draw an arbitrary hyper-polygon, several interpretation software packages provide tools for generating 3D hexahedrons about areas of interest. (a) A horizon probe along a picked horizon through corendered dip magnitude, GLCM entropy, and peak spectral magnitude volumes, showing a volcanic cone and surrounding volcanoclastic sediments. (b) The same horizon probe, now using (c) opacity applied to the histogram along each attribute axis. Although the interpreter cannot draw a sphere, tetrahedron, or other 3D hyper-polygon in 3D attribute space, we have the added capability of tapering the edges of the hexahedron. (Marfurt, 2018; Image courtesy of Lennon Infante, OU; Kora3D survey courtesy of NZP&M).
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(Marfurt, 2018)2-21

Presenter
Presentation Notes
continuation
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Crossplotting 3 attributes using by applying opacity to each histogram

(Courtesy Lennon Infante, OU)Figure 4.22c (Marfurt, 2018)2-22

Presenter
Presentation Notes
continuation



Vertical slices through the Barnett Shale sequence (Perez and Marfurt, 2015)

Using a 2D color bar to crossplot λρ vs. µρ to estimate mineralogy
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Presenter
Presentation Notes
Vertical slices through (top left) lambda-rho, (top right) mu-rho, and (bottom left) crossplot of the two volumes using the color bar and histogram shown in the bottom right. Stratal slices corresponding the to annotated horizons are shown in the next image. (After Perez and Marfurt, 2015).



Using a 2D color bar to crossplot λρ vs. µρ to estimate mineralogy

Stratal slices through the Barnett Shale sequence

(Perez and Marfurt, 2015)2-24

Presenter
Presentation Notes
A suite of five stratal slices indicated on the previous  figure through the crossplotted lambda-rho/mu-rho volumes. Mineralogy is confirmed by nearby cored wells. As expected, stratal slices through the Marble Falls, Forestburg, and Viola Limestones appear as purple-blue, indicated their high calcite content. All three are ductile formations that serve as hydraulic fracture barriers, although the thin Forestburg is often fractured. In this survey and along the location of the stratal slices shown, the Lower Barnett Shale is quartz-rich, more brittle, and is the primary horizontal drilling target, while the Upper Barnett is more clay rich, more ductile, and usually not targeted by horizontal wells. (After Perez and Marfurt, 2015).



(Yenwangai et al., 2017).

Building a petrophysical template using well log control
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Presenter
Presentation Notes
Lithology and fluid facies rock physics P-impedance vs. VP/VS crossplots. (a) V-shale, showing a general trend of increasing shaliness towards the upper right. (b) Water saturation, where hydrocarbon sands plot below the calibrated rock physics template (blue lines). (c)  Multi-log hydrocarbon classification of each sample and (d) the corresponding probability density function. (After Yenwongfai et al., 2017).



(Yenwangai et al., 2017).

Building a petrophysical template using well log control
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Presenter
Presentation Notes
continuation



(Yenwangai et al., 2017)
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Presenter
Presentation Notes
(a) Horizon and (b) vertical slices through brine sand probability volume. (c) Horizon and (d) vertical slices through hydrocarbon sand probability volume. (e) Vertical slice through the shale probability volume. Vertical slices include Well 2. (After Yenwongfai et al., 2017).



Multiattribute Analysis Tools
Interpreter-Driven Multiattribute Analysis

• Crosscorrelation Maps

• Corendering

• Spreadsheets

• Crossplotting and Geobodies

• Connected Component Labeling

Visual Decision Making
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Presenter
Presentation Notes
We have a broad range of tools for integrating the information provided by seismic attributes. These can be subdivided based upon the mechanism for decision making (computer or interpreter). Interactive decision making can be divided into visual and numerical techniques while machine learning techniques can be divided into supervised and unsupervised techniques.



Input attributes include coherence , spectral components, and conformity of  vector dip.

Connected Component Labeling (CCL)
(Karst dissolution)

(FFA – EAGE 2008)2-29

Presenter
Presentation Notes
Body labeling the karst features using the attributes described above allows their size and extent to be easily interrogated. Although one of the data sets has been worked on since 2000, this is the first time it has been possible to fully define the connectivity of the bodies. 



(Dalley, 2008)

Connected Component Labeling (CCL)
(A turbidite flow)
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Presenter
Presentation Notes
Connected component labeling (CCL) is the volume equivalent of horizon auto-tracking. We now extend this idea to vectors by defining a similarity of vector attribute value and including a confidence measurement in the calculation of the attribute concerned. So two voxels can be said to be connected if they are touching (as with scalars), their values are between user selected values (or alternatively within a small difference value of each other), and the confidence level of each voxel is high enough. As an example, strong parallel bedding would have a similar local structural dip, and a strong confidence in the calculation. CCL would regard this as a single body. If a fault crossed the bed, the dip and/or the confidence level would alter and the presence of the disruption could therefore be recognized. (After Dalley, 2008).



3 spectral component geobody detection  using opacity

1. Co-render 3 attributes against RGB

2. Draw a polygon on a 2D slice to define a region 
of interest

3. Interpolate colors with the polygon using a 
diffusion operator

4. Set all colors in the polygon to be opaque, all 
others to be transparent 

(Henderson et al., 2008)2-31

Presenter
Presentation Notes
Method of geobody detection using RGB display of 3 spectral attributes. First, the interpreter delineates a small zone of interest (the white polygon indicated by the yellow arrow). All colors contained within this polygon have an opacity set to 1.0 , while others are set transparent. The authors use a ‘diffusion operator’ to interpolate intermediate colors not explicitly displayed in the region of interest. Unlike 3D crossplotting tools, this diffusion operator is not restricted to be a hexahedron, but rather can take on potato-shaped form that more accurately encloses the chosen voxels. (After Henderson et al., 2008).



(Henderson et al., 2008)

3 spectral component geobody detection using opacity
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Presenter
Presentation Notes
Geobody detection corresponding the colors chosen on the 2D slice shown in the previous figure. (After Henderson et al., 2008).



Envelope

RGB spectral components

Geobodies from thresholding envelope

Geobodies from thresholding RGB values

(Henderson et al., 2008)2-33

Presenter
Presentation Notes
Comparison of conventional and RGB-based body delineation results. (a) Instantaneous envelope volume, (b) bodies detected based on an envelope threshold aimed at differentiating the different responses within the western section of the data set, (c) RGB blend of the response at three different frequencies for the same data set, and (d) bodies detected using the RGB ROI opacity technique. (After Henderson et al., 2008).



Machine learning using visual decision making
In Summary:
• Combining attributes can provide information that exceeds that of  each attribute 

viewed separately.

• Simple clustering can be achieved through color blending and opacity.

• Modern interactive cross-plotting tools allow human-driven clustering of 2 or 3 
attributes with well control.

• Interactive clustering is  a key component of ‘exploratory data analysis’, which is the 
first step in more quantitative analysis techniques.
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Presenter
Presentation Notes
Summary of this section



Similar results from DJs,
bank robbers, preachers, 
and Mom
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Presenter
Presentation Notes
Received as an image from an AI colleague. Source unknown.
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