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Presentation Notes
In this section, I’ll introduce the concept of unsupervised classification and the need to scale attributes of different types using either simple Z-score, Mahalanobis distance, or nonlinear scaling in order to balance their contribution to the clustering algorithm.
I’ll illustrate the concept of clustering by using two of the simplest and most commonly available clustering algorithms: k-means and Gaussian mixture models.



Examples of pattern recognition in manufacturing 

https://www.satake-europe.com/optical-sorting/principles-of-optical-sorting
https://www.snackfoodm.com/french-fries-production-line/

French fry production line 
Step 1: 
Is this a potato? 
Or is this a rock shaped like a potato?
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Until recently, most production lines have been based on deterministic measurements. For example, potatoes are separated from rocks by floating the two in salt water. French fries with undesired “eyes” in them are measured using optical scanners and sent to a low end “Always Save” brand bought at the Marfurt household.

The image on the left shows the product is fed into the hopper which feeds the product to a vibrating plate which carries the product on to the feed chutes.  The product free flows down the chutes and is viewed by the sensors from both sides.  The sensor outputs go to the signal processor and if the processor detects a “reject image” it fires the relevant ejector. The ejector diverts the impurity out of the product stream with a focused jet of compressed air. The same principle can be applied to our range of belt feed sorters.




Machine learning: 

A computer algorithm that improves automatically through experience and 

performs tasks without explicit programming

Original algorithm 
program to classify 
living animals

Algorithm 
repurposed to 
classify Upper 
Paleozoic fusilinids
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 In general, a machine learning algorithm does not need to be programmed to address a specific task. In this example from Peres de Lima et al. (2019), a CNN algorithm designed to identify living animals was repurposed to identify fusilinids found in the fossil record.




Unsupervised learning - clustering
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(Courtesy Rafael Pires de Lima, OU)
Color
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Although unsupervised learning refers to more than clustering (such as anomaly detection), clustering is the most common example.  Unsupervised learning algorithms learn relationships in the data from the data itself. Specifically, the user does not tell the machine which objects belong to a given class. The objects in this slide are floating around in a universe with different spaces (or properties, attributes, features - there are many names). 
To make our life easier, let’s limit the spaces in which our clustering algorithm works. Also, note that as I constructed this toy example and control the dimensions and data such that “everything works” (not like real life).
(animation 1) Cluster these objects in the “shape space” (two clusters)
(animation 2) Cluster in the “size space” (two clusters) 
(animation 3) Cluster in the “color space” (four clusters)




Supervised learning using interpreter supplied labels

(Courtesy Rafael Pires de Lima, OU)

Label 1

Label 1
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When you know everything about the data, it is easy to choose the spaces and number of clusters.  In contrast, when relationships are not that obvious, it is much harder to come up with rules to separate data. In this cases the “excess information” (all the spaces/attributes) can help differentiate the classes. 

In this slide, let’s assume that you found the two features denoted by  “label 1” belong to the same cluster (for examples objects that paid their debts, or objects that liked “Strange Things” on Netflix, or objects that correspond to good oil producers, or wells producing too much water - anything actually)

The labels can then be used in a supervised learning algorithm to generate a model that separates the objects in class 1 from the other objects. In this examples the shapes live in a 3-dimensional space spanned by color, size, and shape. The desired class 1 can be separated by defining its properties as all objects that are eight blue and ellipsoidal or green and triangular.



Turing’s “Bombe”Nazi Enigma Machine

“Can machines think?” – Alan Turing

(Bletchely Park Museum, UK)6b-6
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The concept of mac (Left) During World War II the Nazis developed an uncrackable code based on their enigma machine. The code changed every 24 hours, defying those who tried to crack it. (Right) The rebuilt bombe at Bletchely Park Museum, UK. Each of the rotating drums simulates the action of an Enigma rotor. There are 36 Enigma-equivalents and, on the right end of the middle row, three indicator drums. A close-up view would show the letters of the alphabet and the ten digits around each wheel. (After Marfurt, 2018, Figure 2). 

Many of you will have read the book or seen the movie “The Imitation Game” which describes part of Turing work and personal life. Turing will also appear on the new 50 pound note in the UK in late 2019 or early 2020.




Customers Who Bought This Item and Don’t Have a Life also Bought 

Everyday data mining…
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Amazon routinely uses data mining. Here is the result of the Chopra and Marfurt book…



Interpreters who should 
use clustering

Interpreters 
who don’t 
understand 
clustering

Interpreters 
who don’t 

understand 
Venn 

diagrams

Interpreters 
who use 

clustering

An Example of Clustering
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Some of you remember Venn diagrams from high school. Others of you may not! Certainly, most interpreters use Venn diagrams in their heads as they identify prospects – e.g. Is the feature structurally high? Does it have a strong negative amplitude? Does it have a high signal-to-noise ratio? Does it have high coherence? These kinds of questions form components of modern risk analysis used to rank (and thereby cluster) alternative acquisition and drilling opportunities.



Effective Clustering Strategies

•  Avoid using attributes that are mathematically correlated

• Choose attributes that are  geologically correlated

•  Whenever possible, choose attributes that differentiate  lithologies or facies of 
interest (e.g. limestone vs. dolomite, turbidites vs. mass transport complexes)

• Clustering favors dominant populations. It may be necessary to explicitly define a 
cluster that represents an anomalous feature of interest.
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The key components of effective clustering.



Example of highly correlated attributes

(Barnes,2006)6b-11
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Nine maps of common Amplitude Attributes computed in a 100 ms window (25 samples) at a constant time. The maps all show about the  same picture. (After Barnes, 2006).



Example of highly correlated attributes

(Barnes,2006)6b-12
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Crossplots derived from the amplitude maps of Figure 1. The simple linear and quadratic relations demonstrate that these attributes all contain the same information. The plot of maximum peak amplitude versus maximum trough amplitude appears to be an exception, but the relatively greater scatter is due more to randomness in the attributes than to inherently different information. (After Barnes, 2006).



Multiattribute Analysis Tools
Interpreter-Driven Multiattribute Analysis

• Crosscorrelation Maps

• Corendering

• Spreadsheets 

• Crossplotting and Geobodies

• Connected Component Labeling

Visual Decision Making

• K-means

• Gaussian Mixture Models

• Kohonen Self-Organizing Maps

• Generative Topographical Maps

Unsupervised Learning

Machine Learning Multiattribute Analysis

• Probabilistic Neural Networks

• Multilinear Feedforward Neural Networks

• Support Vector Machines

• Random Forest Decision Trees

• Generative Adversarial Networks

Supervised Learning

• Analysis of Variance (ANOVA, MANOVA)

• Multilinear Regression

• Kriging with external drift

• Collocated co-kriging

Statistical Analysis

• Principal Component Analysis

•  Independent Component Analysis

Projection Techniques
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We have a broad range of tools for integrating the information provided by seismic attributes. These can be subdivided based upon the mechanism for decision making (computer or interpreter). Interactive decision making can be divided into visual and numerical techniques while machine learning techniques can be divided into supervised and unsupervised techniques.



(Roy et al., 2011)

As
pe

ct
 R

at
io

1.0

2.0

3.0

4.0

Cluster 1

Cluster 2

Cluster 3Round and Red and 
High Vitamin C

Elongated, Green and 
Medium Vitamin C

Round and Blue and 
High Vitamin C

An example of self-organization
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A simple example of self-organization. A suite of 13 fruits sorted by aspect ratio, color, and vitamin C content. There are three primary clusters. Also note that there is nothing quite like a banana. The peculiar selection of fruits is biased by the authors preferences, with the Brazilian fond of guarana, the Bengali fond of pineapple, and for some strange reason, the American of durian, which has the odor of feet. (After Roy et al., 2011).



Alternative ‘distance’ calculations

In geometry, x and y are both measured in meters, so we use the Pythagorean distance:
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Alternative distance measures in multiattribute space. If all attributes have the same measurements unit (e.g. several spectral magnitude components), the Pythagorean distance is appropriate.  If the measurements use different units but are uncorrelated, we may wish to choose a distance that is normalized by the variance of each measurement.



In the attribute world, each attribute may have different units, so that we need to somehow 
normalize them. To do so, we calculate the Mahalanobis distance:

m)-(aCm)-(a 1T −=2r

Alternative ‘distance’ calculations
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In general, our attributes may be correlated. Therefore, instead of normalizing by the inverse of the variance, we will normalize by the inverse of the covariance matrix.



Calculating the covariance matrix, C

1. Calculate the mean of each attribute, p, over the map:
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2. Cross-correlate each attribute map with itself and all other attribute 
maps:
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Note that the diagonal of C is the variance of each attribute:

qppqC σσ<=and:
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A simple example of how we might compute the Cpq component of the covariance matrix. For concreteness, lets assume p corresponds to an RMS amplitude extraction map measured in mV, and q to an instantaneous frequency map measured in Hz. As in 1D cross-correlation of well logs, we need to first subtract the mean of each map before cross-correlating our 2D maps. This cross-correlation coefficient forms row p and column q of the covariance matrix.



Mahalanobis distance:
Compensates for different variance of each attribute 
Compensates for correlation of attributes 
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Here is a cartoon of what the Mahalanobis distance might look for with only two attributes. Our n-dimensional ellipsoid is now a simple ellipse. The fact that the ellipses are rotated indicates that the two attributes are correlated. The center of the ellipses indicates the cluster mean. Any point on the same contour has the same distance from the center of the cluster. Prasanta Chandra Mahalanobis was a 20th century Indian statistician who devised this method to compare attributes of human populations as well as of food crops.
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Mahalanobis distance:
Compensates for different variance of each attribute 
Compensates for correlation of attributes 
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Here is a cartoon of what the Mahalanobis distance might look for with only 2 attributes. Our n-dimensional ellipsoid is now a simple ellipse. The fact that the ellipses are rotated indicates that the two attributes are correlated. The center of the ellipses indicates the cluster mean. Any point on the same contour has the same distance from the center of the cluster.



K-means analysis 
1. Cluster according to distance.

At
tr

ib
ut

e 
2

Attribute 1 

Seed points

(Courtesy Scott Pickford)6b-20

Presenter
Presentation Notes
The initialization of k-means analysis begins with
Choosing  k random locations, or seed points, which will serve as the initial estimate of the cluster vector means, one mean for each of the desired number of clusters,
Computing the Mahalanobis distance of each data vector to the current estimate of the cluster vector means, and
Color coding or otherwise labeling each data vector to belong to the cluster that is the smallest Mahalanobis distance away.

(Figure courtesy of Scott Pickford).



K-means analysis 
2. Recalculate mean.
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In the second step in k-means analysis, the means of each (color-coded or otherwise labeled) cluster is recomputed. (Figure courtesy of Scott Pickford).





K-means analysis 
3. Recalculate distances and recluster.
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The third step in k-means analysis is to recalculate the vector means of newly-relabeled clusters. (Figure courtesy of Scott Pickford).





K-means analysis 
(n: iterate until convergence)

At
tr

ib
ut

e 
2

Attribute 1 

Final cluster means

?

(Courtesy Scott Pickford)6b-23

Presenter
Presentation Notes
The process continues until the changes in means converge to their final locations. If we now add a new (yellow) point, we will use a Bayesian classifier to determine into which cluster it falls (next Figure).



Bayesian boundaries for three different probability densities

(Taner et al. 2001)
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Once the data means have been found, each data point is assigned to a cluster. In this example, the clusters form Gaussian distributions. Using Bayes’ classifier, the point will be assigned to the cluster that has the highest probability of occurring at that point. Note that overlapping distributions imply misclassification of some points. (After Taner et al., 2001).



(Wessels  et al., 1996)

k-means unsupervised cluster analysis using 10 classes

5 km
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An example of k-means classification using a popular remote sensing package in 1996. Examining the fingers on his hands, Rick Wessels clustered 80 spectral magnitude components to generate ten clusters, or isoclasses. K-means is an unsupervised classification algorithm; while each cluster can be assigned a unique color, the algorithm gives us no indication of what the clusters (or colors) mean. (After Wessels et al., 1996).



(Wessels  et al., 1996)

Post classification interpretation (spectrum of features)
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Since k-means classification is unsupervised, we need to calibrate our results using other techniques. In this example, we used our wisest sedimentologist at the time, Norm Haskell. Norm used his 35 years experience in geomorphology, coupled with extensive well log control, to come up with the calibration shown above. Such a workflow is often termed ‘a posteriori calibration’. (After Wessels et al., 1996).



In Summary

•  k-means is perhaps the simplest and most widely available classification techniques  

•  Using unscaled attributes exhibiting different units biases the result towards the attributes having the 
largest numerical range

• Scaling the attributes using the Mahalanobis distance (or simpler Z-score) normalizes the importance of 
each attribute

• In general, use attributes that are mathematically independent but correlated for different seismic facies 
by the underlying geology

Unsupervised Multiattribute Clustering: k-means  
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